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INTRODTTCTION

An Expert Science and Engineering (ESE) contract was
initiated by the Rome Laboratory at Griffiss AFB, NY with the
Calspan/U. of Buffalo Research Center in January 13, 1992. Its
purpose was to perform investigations of CAD modeling of
Electromagnetic Environmental Effects (E3) in microwave
monolithic integrated circuits (MMICs) and in related transmit
and receive (T/R) modules. The objectives of the effort were:

1) to investigate vector susceptibility concepts for use
in modeling E3 in multi-port MMICs;

2) to provide modeling assistance to the Rome Laboratory,
as needed;

3) to validate the vector circuit susceptibility concepts
using MMIC data selected from current T/R modules; and,

4) to provide a road map, or design plans for further E3
analyses and assessments of T/R modules and their ICs.

This effort was completed on January 9, 1993. This final
report for the effort is now submitted in accordance with the
contract requirements.

This report is organized as follows. A background to the
problem is first given which places this modeling effort into
some proper (and admittedly, somewhat subjective) perspectives
of Air Force system applications. These necessarily focus on
transmit/receive (T/R) modules used in advanced, phased array
antennas. hext, a vector concept for characterization of the
electromagnetic environmental effects in multi-port MMICs is
introduced and developed. it is about the theoretical modeling
of multi-ports and provides analytic context for validation. A
hypothetical system level model is also presented and used as a
performance benchmark.

The main body of results are contained and described in
the tasks 1-4 sections together with their appendices A and B
which contain related and other supporting data. A lengthy
section containing an extensive bibliography on CAD analyses and
modeling of contemporary MMICs and T/R modules is presented.
This is an up-to-date compendium of open literature which is
currently available on MMIC circuit modeling and related topics.
It contains many useful references to circuit E3. This
bibliography by itself should be an especially useful adjunct to
the design literature.

Finally, a summary and recommendations section contains
brief, executive style descriptions of the most significant work
accomplished and appropriate recommendations. These executive
level, summaries and recommendations are organized by contract
tasks for convenience of the readers.

Smin mmm nn •NI N •NN • I~m1• ,nmm1



BACKGROUND

Advanced systems such as MILSTAR, ASTAR, and SBR will use
the new MMIC circuit technology in phased array antennas that
will likely be platform conformal. These MMIC devices must be
reliable and RF robust to survive in the electromagnetically
dense and degrading, wideband RF environments.

This is especially true for the conformal, phased array
antennas where the MMIC devices and modules will be physically
close to each other, to other emitters on the platform, and to
the electromagnetic environment itself.

T/R modules are the vital building blocks of the active
aperture, phased array antennas used for advanced communications
and radar systems. They operate in environments where unintended
electromagnetic environmental spectra cause signal upset,
distortion, degraded noise performance, antenna pattern control
errors and other types of upset or damage in victim circuits and
modules.

Modeling and measuring E3 susceptibility of T/R modules and
MMICs to electromagnetic environmental effects (E3) are
important technology initiatives in the Electromagnetic Systems
Division (ERP) of the Rome Laboratory.

For examýie, a vector characterization to account for the
E3 susceptibilities at all ports of the victim MMICs and modules
which include DC bias, RF signal, grounds, digital control
ports, and any on-board BIT ports that typically make up a T/R
module. Modeling should account for E3 induced, vector
distortion susceptibility at any MMIC or module ports.

"E3 vector distortion" in a multi-port, MMIC device is
defined here as the response at any admissible port in which a
deviation from the device's baseline, specified performance is
caused by any E3 power source that is "wire" connected or
"field" connected to any other port on the same device.

"Baseline performance" of a MMIC device is defined as the
set of measured or specified parameters that describe the
device's normal operation within some "designed-to" performance
envelope.

"Admissible ports" are any accessible ports (or pin pairs)
on the MMIC package which permits entry of E3 energy when
operating in its intended environment.
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VECTOR CHARACTERIZATION OF E3 IN MULTI-PORT MMICs

MMIC device susceptibility to unwanted, interfering signals
is usually determined using CAD tools by simulating (extraneous)
test signals, adding them to the desired signals at the input
signal port, and then computing the contaminated response at the
output signal port.

This susceptibility characterization is interactively
scalar. It involves only two signal ports on the MMIC device -
the RF input and output ports. The problem with this is that
most MMIC chips are multi-port, packaged devices with a mix of
RF, IF, digital, ground, bipolar DC bias, and other type ports.

A nonlinear vector susceptibility model of a MMIC must be
able to simulate the mixing and cross coupling of desired
signals present at the input port with any undesirable signals
that may also be present at the input port or at any other port
or combination of ports.

The MMIC response is then the nonlinear distortion at the
output signal port and at any other port or combination of
ports. A susceptibility matrix thus should include all the
accessible ports (or pin pairs) of a packaged MMIC.

Conventional assessments of electromagnetic environmental
effects (E3) in active networks typically use Intermodulation
Distortion (IMOD) and Cross Modulation Distortion (XMOD) tests
in the lab that can characterize and measure the onset of the
nonlinear, degraded performance.

For microwave monolithic integrated circuit (MMIC), it is
common practice to combine extraneous E3 signal spectra with the
desired signals at the input port. This produces a corrupted
signal response at the output port and it is a useful measure of
the degraded circuit performance of the victim device due to the
E3 spectra.

This traditional way of characterizing E3 in active devices
is basically scalar. It is nominally used for testing
assessments of IMOD and XMOD in two-port networks only. MNIC
chips and modules in contrast are multi-port RF devices with
digital, ground, and bipolar DC ports, as well. The digitally
controlled phase shifter, T/R switches, and mixers as well as
the low noise, linear preamps and power amplifiers are just some
of the more representative MMIC multi-ports used in T/R modules.

The initiative for this work was the need for modeling
formalisms of E3 in multi-ports. Previous analyses and tests on
low noise, MMIC preamplifiers from prototype T/R modules were
done at Rome Lab using a LIBRA software circuit simulator [1].
The results indicated that extraneous E3 spectra injected at any
arbitrary MMIC port, intended or otherwise, can couple to and
corrupt the desired signals at the output port.
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Cross coupling extraneous E3 spectra from any MMIC port to
any other port which then causes IMOD, XMOD, etc. at the other
ports (via intrachip nonlinear transfer paths), in addition to
the signal input-output port pair, suggested that a matrix
description might characterize E3 induced, multi-port effects.
Thus, the concept of a "vector" characterization of a multi-port
for E3 assessments and analyses was conceived and formulated.

Low noise preamplifiers, power amplifiers, microprocessor
controlled phase shifters, and PIN diode switches are among the
other T/R module subfunctions of interest. A vector modeling
base should probably start with individual chip functions and
attempt to build up a li'zrary of vector models for each one.
Then, groupings or chip sets for various chip functions could be
investigated with the intent to eventually integrate them into a
composite model of a T/R module.

The vector models' magnitude and phase responses at the
output signal port(s), or at other response ports of interest,
due to CW multitone E3 driver(s) coupled into any arbitrary port
(or ports) should also be investigated. A vector E3 model of
the multi-port should predict the resulting signal distortion at
the output signal port. Also, degrading circuit (performance)
effects, including DC offsets, at any other port(s) due to
arbitrary E3 spectral drivers should also be considered.

While these descriptions of the modeling problem and
possible approaches may be implied as frequency domain, and thus
consistent with common measurements practices, they should not
be constrained to the frequency domain. A time domain
methodology for E3 assessments of microwave multi-ports is a
viable alternative. In fact, the extensive work done previously
on power series modeling represents considerable good evidence
of this validity of a time domain approach.

Moreover, any time domain approaches to MMIC modeling would
still have to be reconciled to contemporary CAD practice in
industry, especially in those areas of tests and specifications
of device performance where most of the data are still frequency
domain.

The Electromagnetics & Reliability Directorate (ER) of the
Rome Laboratory is committed to improving the electromagnetic
compatibility and related reliability of the MMICs and digital
ICs used in radar T/R modules. These initiatives include multi-
chip modules (MCMs).

Some of the MMIC programs actively supported at present
include DoD and DARPA CAD/CAM initiatives and other related Rome
Lab contracts, as well as some vigorous internal lab efforts in
reliability and compatibility. The latter generally focus on
the computer-aided analyses and measurements of both baseline
and E3 performances of the circuit chip suites used in Rome
Lab's T/R modules and MCMs.
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These include thermal, electromagnetic, packaging,
interconnects, failure physics, test diagnostics, and other
efforts in MMICs, digital ICs, and the other circuit components
contained in a typical T/R module. Electromagnetic Environmental
Effects data and other related thus obtained are used for E3 and
electromagnetic compatibility performance assessments of
individual MMIC chips and the composite T/R module.

The intent is to develop the technical bases and supporting
data for future follow-on contractual efforts (and for related
in-house initiatives) to provide E3 mitigation design techniques
at the device and module levels. In addition, these efforts
also serve the needs for aggressive programs of technology
transfer to commercial users as required.

S . . . • , ||5



SUSCEPTIBLE SYSTEM MODEL

To illustrate the problem at system level, a hypothetical
(system) victim was postulated. The assumed system model is
based upon the following transmit and receive parameters for a
victim radar designed and implemented with advanced circuit T/R
modules:

X-Band Radar 9-10 GHz

Pulse Width 3 us

Duty Cycle .01 %

Receive Power Density at Module Antenna 30.0 dBm/sq cm

RCS of Module Antenna 2 sq cm

T/R Module Losses (antenna to GaAsFET) 13.5 dB

Circuit safety Margin 10 dB

Peak Threshold Level 43 dBm

Average Threshold Level 3 dBm

Then, an approximate computation using the above data and
available measurements data [2] suggest that a victim GaAsFET in
a T/R module of our radar system can expect some damage and/or
upset. It may occur for incident threshold levels of about 43
dBm peak power at the susceptible FET device pins. This
threshold level corresponds to 3 dBm of average power.

Compared with power levels reported in the literature where
some comparable susceptibilities range in power levels from +20
dBm to -20 dBm of average power, the above estimated levels do
not seem to be too far out of line. They then are the initial
guidelines for this study.

A problem with making these kind of assessments is the
conflict between choosing "top-down" or "bottom-up" competing
approaches. For example, we are ultimately interested in the
total E3 power or energy levels that are eventually present at
the MMIC ports. These undesirable E3 spectra can come from
several sources internal or external to the modules, or both.
The E3 sources may be wire conducted or field connected to the
victim ports.

Beyond this particular T/R module is a whole array of other
identical modules that are phased together, and otherwise
interconnected with extensive platform cabling for RF, power,
and digital control. And, that antenna array may be conformal
on a very flexible and mechanically dynamic platform, rich with
other electromagnetic emitters.
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The platform itself may be immersed in an intense
electromagnetic environment also rich with emitters, some
friendly and some not. This total environment exterior to the
platform is just part of a complex chain of many interacting E3
sources.

Thus, these E3 signal spectra in this hypothetical bottoms-
up, system flow, basically encounter what may be viewed as path
"transfer functions" on the way back "up" to their environmental
sources. In this concept, E3 spectra at a victim port can be
related to its immediate "environment" through linear spectral
transformations which are familiar to most engineers.

The problem with these "top-down" and "bottom-up"
approaches is that those system transfer functions are not
known. We may measure or specify the platform exterior
environment but without system transfer functions, the E3
spectral power levels ultimately arriving at the ports of a
potentially susceptible MMIC are not known.

An extensiv -teasurement program might help alleviate the
problem of unknown MMIC susceptibility levels, to some extent,
provided that the suitable spectral data were taken throughout
the suspected paths (assuming they were "known") anywhere on and
in the given system platform when it is driven by given exterior
environmental sources.

With "enough" spectral data taken at "enough" interior
points, the transfer functions of these intervening coupling
paths may be identified with enough accuracy to predict the
offending E3 levels that ultimately reach the ports of a
particular MMIC device. Thus, using these kinds of system data,
E3 susceptibility analyses could be based on realistic power
levels, rather than simply finding those input spectral levels
at a MMIC that cause the upset and distortion.

TASK 1 - VECTOR MODELING OF MULTI-PORTS

Modeling, simulating and measuring the E3 susceptibility of
T/R modules and their constituent MXICs and digital ICs,
represent challenging technology initiatives. In our approach
here, the circuit models we seek for vector characterizations of
E3 in MMICs and T/R modules are more heuristical rather than
explicitly analytical.

Heuristic circuit models are any mathematical abstractions,
concepts and data that describe the device behavior at the
circuit ports, rather than the exact algorithms that explicitly
contain (and solve) the device state matrix equations. Heuristic
models in this sense are more pragmatic, and are given some
precedence over those explicit analytical models which contain
exact solutions of the MMIC FET state equations. The latter are
usually derived and solved from solid state physical models.
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While analytical models may not be as yet be analytically
"formulated" nor rigorously derived for multi-port MMICs,
heuristic circuit models are justified with empirically based,
intuitive reasoning. Of course, that rationale must be based on
sound engineering evidence which may be empirical, historical or
mathematical data that are "plausible" if not rigorously proven.

Mathematical "bstractions, equations, concepts, or just
simply descriptive CAD performance data are all allowed. These
can shed useful insight and meaning to a model behavior at the
circuit or module ports instead of using explicit algorithms to
embody (and solve) the state equations at the ports involved.
In this sense, they are performance macromodels at the ports of
interest.

This task reviewed the classical power series models for
memory-less (resistive) systems. A classical power series
uses one-dimensional, algebraic polynomials as time domain,
driving point functions for the one-ports; or alternatively, as
time domain, transfer functions for the two-port networks.

Next, a power series for systems with memory, (i.e.
capacitive and inductive), was investigated to provide the
necessary time delay or frequency domain phase shift. It is a
generalized power series with time delay terms which permits
multi-port systems with memory.

The reasons for starting at a classical approach and working
up to the more generalized series are as follows. First, it
offers a plausible, easy way to extend a memory-less model to
networks with memory. Second, it provides a good intuitive
understanding of the cross mixing (i.e., the signal
intermodulation and cross modulation) processes that occur in
the coupled ports of multi-port MMIC. Lastly, it provides a
more familiar starting point to more advanced, multi-port
Volterra modeling which uses familiar scattering parameter
concepts and related spectral analyses. This transition to
Volterra is also very well documented.

In a Volterra modeling approach the sequence would be to
first use a discrete version for a one-port with its polynomial
coefficients as complex constants, proceed to a generalized
multi-port and then to proceed to the continuous, distributed
Volterra model that uses familiar power dependent, scattering
parameters [3]. This might clarify very theoretically demanding
mazes that easily tend to obscure the effects of interest.

The classical power series model for resistive n-port MMIC
systems contains n-dimensional, time domain polynomials of a
degree n*l, where n is the number of MMIC ports involved and 1
is the highest degree of the nonlinearity in the driving ports
or in the cross coupled ports. We assume that the degree of the
port nonlinearities is the same for all of the total N ports on
the MMIC.

8



The generalized power series for other systems with memory
(i.e. capacitive and inductive) (4] was also considered but
seemed to be too unwieldy for our purposes. This power series,
however, does provide the needed time delay and phase shift for
possible time and frequency domain models, respectively.

E3 Characterizations

In a vector modeling approach, a linear characterization or
a baseline model of the MMIC is first formulated and computed.
It uses familiar linear n-port, S-parameters where Sjj is the
complex input reflection coefficient at port jj and Sij is the
complex transfer coefficient between ports j and i. The latter
may have a negative magnitude for the transmittance of an active
amplifier. The indices run from i=j=l to i=j=n where n is the
number of MMIC port of interest.

The baseline models are then run on the CAD circuit
simulator of choice and the resulting linear performance
compared with available measured data. When there are
differences of note, it is usually the linear model parameters
that are selected for corrective tweaking.

Next, a quadratic nonlinear characterization or model is
computed and/or measured using both the linear S-parameters and
the measured or computed power transfers (i.e., from second
order, nonlinear transfer functions) at the second order mix
frequencies for all the input frequencies at all the MMIC ports
of interest. The highest degree of a quadratic nonlinearity is
by definition 1=2.

The above should then give the mix powers generated by the
1=2 nonlinearities at any response port, given: the signal
spectra at the input port, the linear and nonlinear transfer
functions among all the ports; and, the E3 spectra at the
extraneously driven port(s).

These mix powers should also contain intermodulation and
cross modulation terms for the power coupled from the
extraneous ports to the desired signal ports. This is the
concept of a quadratic vector characterization.

This conceptual process or heuristic algorithm can be
extended to include the cubic, quintic, quartic,...."Lth-ic"
responses, i.e., all the higher order, nonlinear
characterizations for 1=0 (DC) to 1=L, the highest degree of
nonlinearity in the MMIC. It is a numerical process that
bootstraps on the results from the previous lower order or
degree terms in a set of nonlinear, transfer function
polynomials. The end result should be a vector set of linear
and nonlinear, transfer functions for finding (at least, in
principle) the mix powers outputted at any MMIC response port,
for any spectral power inputted at any signal input port or at
any combination of ports.

9



This then is the concept of the generalized vector
characterization for a multi-port MMIC with an Lth degree of
nonlinearity in each of n-ports. We now develop this theme in
some detail.

For example, it is quite common in a bilateral amplifier
device to consider (or to assume) the transfer function between
its input and output signal ports to be linear. "Linear"
suggests a transformation in which the output spectral vectors
differ from the input spectral vectors only in magnitude and
phase; i.e., the frequency vector is preserved in a linear
transformation.

One common test for these nonlinearities (or onset of
nonlinear behavior in an otherwise assumed linear network) is to
add an off-tune signal to the desired signal at the input port
and then to measure or compute the resultant distortion response
at the nominal output port. This gives the familiar scalar
intermodulation and it involves circuit nonlinearities that
make up the amplifier's forward transfer function.

Another test adds the extraneous signal, either in-band or
out-of-band, to some other unintended port of the amplifier such
as the bias or ground rail ports, and measures or computes a
resulting distortion response at the desired signal output port.

This now involves a "cross modulation on the desired signal
from an unwanted E3 source that is not directly connected to
the input signal port. These two ports are really "connected"
by the nonlinear, cross coupled transfer function of the
amplifier now acting as a three-port mixer.

The vector modeling task used the classical power series
approach for memory-less circuits. Many of these models were
developed elsewhere; see for example [5]-[7]. These models
describe the response of a nonlinear, resistive network using a
polynomial characteristic to relate an independent input
variable, such as a port voltage, with a dependent response
variable such as current at the same driven port or at some
other pork.

This means that with both the dependent and independent
variables defined at the same port, we have essentially a one-
port, driving point resistance model. With one variable defined
at one port and the other variable defined at some other port
(as in figure 2), we would have a two-port transfer
characteristic or a "transresistance" for a resistive, two-port
model. And by polynomial inversion, independent and dependent
variables can be reversed to admit the voltage nonlinearities
for one and two-port conductance models.

Figure 1 illustrates a black box model for a resistive, one-
port device with an l-th degree power series for a current
nonlinearity and which is truncated at I=L.

10



+ Lth DEGREE

NONLINEAR
vi RESISTIVE ONE-PORT

0

FIGURE 1

where

v= ai(t)i J (a)

j=0

or

.2 3 L
Vl= a 0 +alil(t)+a 2 il(t)+a 3 il(t)+...aLil(t) (ib)

For a single input, sinusoidal current tone in equation
(1), even degree terms of its nonlinearity give rise to both DC
offsets and even harmonics in the voltage responses. The odd
degree terms give rise to the odd harmonics in the voltage
response. This is probably the simplest and most common of
nonlinear, classical models.

Extending this classical model to a resistive n-port
network is straight forward. It involves developing a
mathematically consistent set of n simultaneous, n-dimensional
polynomials each of degree N*L, where N is the total number of
MMIC ports and L is the highest degree of MMIC port
nonlinearities. For simplicity, the highest degrees of
nonlinearity are assumed to be the same for all the n = N ports.

The total modeling set contains a total of N polynomial
equations for Jacobian completeness. The case for N=2 and L=3
for a cubic 2-port was worked out in detail. It is clear that
the resulting spectral content of all the possible mixes and its
attendant complexity grows very rapidly with n and 1.

11



To illustrate this point, we will consider this cubic in some
detail. Figure 2 illustrates a model of a generalized, 2-port
(N=2) with the Lth degree nonlinearity of each port the same
degree I=L.

i 2

+ 0+
Lth DEGREE
NONLINEAR

RESISTIVE TWO-PORT V2

0

FIGURE 2

where

Vi ajk~il(t)]J~i2(t) ]k

j=0 k=O }

and ( (2)

V 2  b bjkf I (t)ji 2 (tIk
j=O k=O

Then with equation (2) for the cubic nonlinearity of degree
L=3 taken at each one of the two ports, we would have:

i 2  iý+
v= ao0  +a 0 l i2 +a02 2 +a 0 3

alOil+allili2+al2ili2+al3ili3+

.2 .2 .2.2 .2.3
a 2 0 i21 +a 2 1 1ii2+a?2 i 1 i 2 +a 2 3 '1'2"

3 .3. 3.2 .3.3 -3
a 3 0i1+a 3 1iji2+a32i 11 2 +a 3 3 12

and (3)

V2 = boo +bol i 2
+bO2  2i2b 0 3  i•+

bloil+bllili2+b12ili2+b13-i-li3÷
2 2 .2 .3

b20i +b21i i2 z .i'1 2+b2 3 i 1 12 +S 3 .3.2 3.3

b 3 0 i3+b 3 li3i 2 +b 3 2 i1 1 2 +b33 i1 1 2
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Note that in equation (3) for the cubic:

(a) the highest degree of cross modulation occurs between ii
and 12 in the terms with a total degree equal to the sum of
each variable: in this case, the total degree is equal to 6
(degree 3 from ii and degree 3 from 12).

(b) the two port interaction requires a two-fold summation
of products involving il and i2. In general, an n-port will
require an n-fold summation.

(c) the total number of terms equals (L+i)(L+i), so that for
a cubic nonlinearity we have a total of 16 terms from each
of the two port polynomials to add.

(d) the sum of j+k indices gives the degree of the term with
the coefficients of aik or bjk in the cubic two-port.

(e) coefficients with the indices k=O denote terms of the
harmonic driving point resistances, relating v1 to il at the
same port.

(f) coefficients with the indices j=O denote terms of the
harmonic transfer resistances (or the "transresistances")
relating v1 at port one to i2 at port two.

(g) coefficients with the nonzero indices of any j and any
k denote the cross modulation resistances, relating v1 to
the power mixes of ii and i2 at ports one and two,
respectively.

(h) a cubic two port will, in general, contain at least two
polynomial equations with a total of 32 terms as follows:

2 DC terms:

aoo, boo

4 linear terms:

alOil,aOli2,bjOil,bOli2

6 quadratic terms:

.22

b20i 2 ,bllili22,
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8 cubic terms:

3 .2 .2 .3a30i1,a21i~i2,a12ili2 ,a03i•,

b 3 0i•,b 2 li2i2,bl 2 ili 2,b03i23

6 quartic terms:

.3 .2.2 . .3a 3 1 i 1i2, a 2 2 i 1 i 2 , a31112i,

4 quintic terms:
.3 2.3a32i~i2,a23ill2,

3 2.3b 3 2 i~i 2 ,b23ill2

2 sextic terms:

.33.3.3
a 3 3 1120b33i 3i2

Figure 3 illustrates a generalized resistive n-port with an
L-th degree nonlinearity at each of N por*s.

+o

v1 Lth DEGREE
NONLINEAR +

* RESISTIVE N-PORT IN VN

FIGURE 3

where

j=O 1=0

0 0 (4)

j=0 1=0
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Note that:

(a) equation (4) contains N polynomials for N independent
variables in the N dependent variables (vl, v2, v3 ...... vN).

(b) the highest degree of cross modulation occurs in those
terms with degree equal to N*L where N is the number of
ports and L the highest degree of nonlinearity in each 'MIC
port.

(c) the presence of n=N ports requires an N-fold summation

of products of the independent variables i1, i2, i3.....iN.

(d) the indices with J=O are harmonic transfer coefficients.

(e) the indices with k=O are harmonic driving point
coefficients.

(f) indices with any nonzero j and k are cross modulation
coefficients relating port j to port k modulation transfers.

Extending this classical approach involves finding a power
series for (reactive) networks with memory, i.e. those with
capacitance and inductance which is more likely the case. There
is such a series in the literature. It is a generalized power
series [4] with delay terms in its transfer polynomials.

Converting the above models to ones with memory would
require that the time variables in t be replaced with a time
shifted variable (t-T) in equations 1-4, where T is now some
constant time delay associated with each memory port. In a more
general case, T could be different for each port as they are the
(time) equivalent of the phase shifts in the frequency domain.

In the more generalized power series approach, one-ports
with memory are readily modeled. It should be applicable to
multi-ports. Thus, this approach takes the classical approach
for systems and circuits with no memory and applies it to those
with memory. It seems apparent that the classical series
approach is just a special case of this more generalized power
series approach.

The approach is to develop a heuristic MMIC model(s) using
the generalized power series approach and to relate them to
discrete (or constant coefficient) element and distributed (or
functional coefficient) element versions of the generalized
Volterra Series models. For example, summations of discrete
elements should go over as continuous integrations for
distributed elements in the Volterra case.

Rome Laboratory as RADC pioneered the Volterra approach in
the 70's to model nonlinear communications two-ports. While
successful, the Volterra approach required a very large number
of terms to converge in some finite time on finite machines.
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The approach of classical power series to more generalized
power and Volterra series is pragmatic. It provides a plausible
extension of the memory-less model and provides good, intuitive
understanding of cross mixing processes among the coupled MMIC
ports. It is a likely starting point for Volterra modeling using
modified scattering parameters familiar to microwave engineers.

The Volterra series approach and harmonic balance methods
involve some demanding theoretical mazes which may obscure the
circuit (E3) effects of interest. Discrete versions of Volterra
and power series are then smooth transitions to more generalized
Volterra series and harmonic balance methods.

In spite of its convergence penalties, Volterra series does
allow modified linear and nonlinear S-parameters to characterize
E3 performance of MMICs. Considerable data (8] indicate that
scattering parameters best describe circuit responses associated
with E3 as unintended spectral changes from the intended, design-
to-performance. Related effects can also induce shifts in FET
bias points which then change the small signal S-parameters.

In summary, assessments of nonlinear effects can make use
scattering parameter concepts familiar to most engineers. The
ultimate goal is a Volterra modeling with harmonic balance in a
(heuristic) model that does not tax ones' theoretical stamina.
It should describe port behavior of any active, multi-port MMIC
and be conceptually valid for larger, more complex T/R modules.

While the vector modeling for resistive, memory-less multi-
ports was completed, the more generalized time domain matrix
formulation could not be derived nor its corresponding solution
vectors be found with the available resources of this effort.
This is not surprising in view of the many (!) driving point and
transfer function nonlinearities that must be accounted for when
considering all the interactive ports of a multi-port MMIC.j

The n-port, memory-less model provides good insight into
the problem. Cross modulation occurs among all the MMIC ports
connected with nonlinear transfer functions. This XMOD depends
on the number of coupled ports and the highest degree of (like)
nonlinearities involved in the cross coupling. Thus, it takes N
polynomials of degree L to characterize all of the independent,
time domain response variables in a multi-port MMIC.

Although the large polynomials necessarily involved suggest
convergence problems, and some did occur in validation, a vector
formulation of E3 in MMIC appears plausible and useful. The
generalized power series approach is shown valid and exhibits
good engineering utility for E3 assessments of multi-port MMICs.

Nonlinear spectral analyses were not attempted. While the
theoretics may be elusive, the vector validation task did use
commercial harmonic balance, spectral methods (1, 9] with good
success. Those results are contained elsewhere in this report.
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TASK 2 - MODELING ASSISTANCE

Rome Laboratory (ERP) was provided with a brief review and
E3 critique of a common high density, interconnect process for
MCM (multi-chip module). A brief summary follows. High density
packaging interconnects bare IC chip dice into a module by a
process of embedding, passivating, bonding and wiring them into
multiple layers of ceramic substrates which are then tiered or
stacked in succession to form the multi-chip module. Three E3
related issues were so identified:

1) Since both digital and linear ICs are included in MCM,
mixed mode, E3 measurements are needed to obtain MCM module
performance characterizations. This suggests hybrid
measurements issues for characterizations of the E3 in MCMs.

2) Because of the high density of mixed mode, active
components per tier and the inherent need for multi-tiered
interconnects, vias and other bridges, the stray (parasitic)
intracoupling in the module now becomes a three dimensional
modeling issue. This may present a serious obstacle to MCM
modeling because most contemporary circuit CAD is planar.

3) The increased complexity and density of the active
components and their associated interconnect wiring also
suggest new issues of coupling into and within a module
that will further increase its latent susceptibility to E3.

At the request of Rome Lab (ERP), we attended a three day
work shop on Integrated Test Diagnostics which was sponsored by
and held at the Rome Laboratory. This provided a very helpful
overview which helped to discover some interesting new aspects
of E3 in multi-chip and T/R modules. A report on this activity
is included as appendix A.

We visited Raytheon/Andover MA to review in-house design and
foundry capabilities for MMICs and T/R modules. The exchange of
data and design iaformation on their current programs was very
productive. We obtained circuit files on disk in TOUCHSTONE (9]
and LIBRA formats for a power amplifier (PA) MMIC used in a
typical T/R module. We also tried to obtain measured
performance data that confirm or validate the MMIC circuit
design and prediction models used by Raytheon CAD work.

There were few surprises in the way Raytheon does its CAD
work. We already had a good preconception of most current
industry practices from the open literature, and from other
personal contacts. They use interesting nonlinear FET models.

Raytheon was quite open with design data up to a point:
"Materka" GaAsFET models which have considerable design success
were not given to our clients. These Raytheon models are
proprietary sensitive. But we did gather enough information to
make "some" intelligent guesses to allow our client to devise an
"equivalent" nonlinear model of the PA GaAsFET.
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Rome Lab indicated to us that the present contractual
effort was very relevant to the electromagnetic effects' tracks
planned (by the Rome Lab) for a local IEEE symposium scheduled
in June of 1993. At Rome Lab request, we submitted three paper
abstracts to that upcoming conference. They are; "Modeling E3
in MMICs", "Coupling Modes of E3 to MMICs", and "E3 Design
Issues in MCMs and T/R Modules". Since these papers are
representative of the current work, publishing the resulting
data should be beneficial to all parties concerned.

TASK 3 - VECTOR MODELING VALIDATIONS

This task attempted to validate the vector models with
appropriate E3 power simulated into selected MMICs from the T/R
modules. Circuit parameter types and value ranges for
characterizing the baseline MMICs were identified.

The validation task used these and other device data (10]
to put together MMIC models of an LNA and a power amplifier in
the frequency range of 1 to 10 GHz for E3 analysis on the SUN
work station. This modeling also used Rome Laboratory's new
layout software ACADEMY [11] as an adjunct to LIBRA on the work
stations.

Several versions of a MMIC power amplifier were modeled
using net lists, layouts, schematics, drawings and other device
performance data in the literature. Some of these design data
had been previously obtained by Rome Lab from ITT, Raytheon, GE,
Triquint, Harris, and EEsof. The nonlinear GaAsFET models used
are those devised by Rome Lab as described above and in (12),
and which were further refined and tweaked for this work.

Shown in figure 4 are linear S-parameters for the baseline
power amplifier in the T/R module. It uses a conventional
Curtiss-Statz, level 2 model for the FETs. It is very broadband
with good gain and is reasonably matched at the signal ports.
Shown in figure 5 are the comparable power dependent, nonlinear
S-parameters for the same baseline amplifier. It uses a
modified Rome Lab (nonlinear) model for the FETs which was
derived from the above data.

While its gain is still relatively stable and acceptable
over the frequency band of interest, insertion loss and mismatch
performance are now improved considerably. The data does
suggest unexpected resonances at 1.5 GHz and 5.8 GHz. These are
some of the typical metrics selected to demonstrate the E3
effects at the desired and undesirable ports.

A considerable effort is required to devise a MMIC model,
especially the active microwave FETs. This is related to the
lack of good device parameter data which is usually not readily
available in the open literature. Many of the device or circuit
parameters are measured and guarded as proprietary design data.
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While MMIC performance data attendant with these device
parameters are reported in the literature, it is very difficult
to replicate them without all the FET parameters and values.
This difficulty is especially troublesome when attempting to do
the nonlinear models needed for the E3 analyses.

A consequence of attempting this kind of reverse
engineering of the baseline MIIC models is time consuming
modeling with much "hit or miss" parameter tweaking. With
limited FET device parameter data and (MNIC) associated
performance data, the E3 modeler is severely handicapped.
Simulating E3 interactions in a victim MMIC cannot even begin
until a good baseline model of the MMIC is devised and
validated. Hence, we were only marginal in obtaining E3 data
for the vector model validations.

The conclusion is inescapable: FET device and other
microwave circuit parameters must be measured "in situ" for the
MMIC of interest. The resulting model predictions for a
baseline performance can then be compared with the measured MMIC
performance and tweaked accordingly to bring the circuit models
into some conformance with the measured data. Appendix C of
this report contains a list of MMIC device parameters sugg.ested
in a measurements program to actively support MMIC modeling.

The device parameters identified for measurement are taken
from the open CAD literature, especially the more nr+--'d papers
reprinted here for convenience in Appendix B cf this report.
Here, modeling an active microwave, common source FET begins
with the basic problem of finding a suitable relationship
between the measured drain-to-source current and the drain-to-
source voltage for the family of measured ga+e-to-source
voltages. The parasitic capacitances, gate-to-source, drain-to-
source, and the gate-to-drain are formulated as voltage
dependent, nonlinear diodes. These are the key issues in FET
modeling.

In this task we also considered circuit modeling and
topology for possible E3 power drivers for victim MMICs. We
postulated Thevenin and Norton equivalent sources to model
electric and magnetic field coupling through platform apertures
and onto cabling and connectors of the modules and onto the
interior microstrip conductors, traces, and substrates of a
module. These microwave transmission lines and other traces
then in effect can conduct the offending E3 waveforms onto the
input ports of the MMICs.

Finding good circuit models and field relatable topologies
for the E3 drivers, and especially their functional
relationships with external, offending E3 electric and magnetic
fields remains of interest. For example, the E3 source
impedances and admittances, and their power dependent flux
densities at the victim MMIC ports need to be investigated with
both frequency and platform dependencies.
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This might start with selected (and simple) aperture and
cabling geometries to accurately synthesize an equivalent
Thevenin and Norton source model. A fields analysis of the
platform and its interior might provide the necessary data.

The E3 sources considered here were simple voltage and
current dependent power sources that represent the incident E3
field levels and polarizations. Two source configurations were
considered and are shown in figures 6 and 7 driving a Lange
coupler, singly balanced microwave mixer. A nonlinear Lange
coupler was chosen to show the difference in nonlinear effects
attributed to the different source configurations used.

It can be shown that for the parallel and series source
configurations in figures 6 and 7, the respective available
powers of each source combine additively. This can be seen by
first converting the parallel voltage sources to equivalent
current sources and then combining the current sources with
their generator admittances.

In the case of the series voltage sources, they add
directly and deliver their power through their combined
generator (series) impedances. The total available power from
the series pair is now easily computed. From this, it can be
seen that the total available power from either configuration is
the same if both power sources are equal. Of course, these
results could easily have been deduced from elementary concepts
of conservation of energy or power.

While the available E3 powers from each of these sources
were set to the same level, and the comb-'ied total powers
available were also the same for both driver configurations
(i.e., the sum of each source), real differences in MMIC
responses to the E3 waveforms were noted. For example, in
figures 8 and 9, the total actual POWER IN and the total actual
POWER__OUT differ by 3.6 dB and 3.4 dB, for the two source
configurations, respectively.

The differences are attributed to mismatched, input
impedances of the two different driver source configurations.
Such mismatches can easily account for the differences in the
respective input powers that were actually delivered from the
two configurations of combined sources. This contention is
supported with a very simple calculation.

Recall that the combined available powers are sums of
their individual available powers for the two configurations.
In the more general case with different source impedances, the
total available power is a linear combination of each available
source power plus another term that is proportional to a product
of the individual available powers. These power terms are
dependent on the respective source resistances; the linear power
terms are simple power dividers, and each different in the two
parallel and series configurations.
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testdan.ckt data

** Input Power: 6.00000 dBm **
** Input Frequency: 3.75000 GHz **

FREQ-GHz SPECOUT SPECIN POWERIN POWEROUT
MIXER MIXER MIXER MIXER

0.00000 -230.000 -230.000
0.05000 -48.2515 -111.235
0.10000 -27.1364 -90.0365
0.15000 -26.8138 -83.3936
3.60000 -84.1895 -42.1921
3.65000 -86.3115 -44.2637
3.70000 -82.6103 -45.1518
3.75000 -66.9094 -0.22547
3.80000 -76.6947 -38.2780
3.85000 -76.1286 -11.1377
3.90000 -76.1735 -11.1379
3.95000 -82.2044 -58.3687
4.00000 -83.3165 -46.8066
4.05000 -85.8015 -50.2411
7.50000 -92.9021 -33.4431
7.60000 -107.931 -35.7839
7.65000 -108.259 -35.9333
7.70000 -113.017 -50.0563
7.75000 -109.094 -60.0772
7.80000 -115.726 -59.2225
11.2500 -117.562 -35.2781
11.3500 -111.621 -38.1986
11.4000 -112.963 -38.6286
11.4500 -125.610 -47.7233
11.5000 -127.787 -45,S503
11.5500 -117.256 -39A81P6
11.6000 -129.708 -51.-,545
11.6500 -117.755 -40.8834
11.7000 -125.849 -47.6928
Tot Pwr 0.43537 -23.9453

Lange Power Spectra: Parallel Sources

FIGURE 8
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x3tone.ckt data

** Input Power: 6.00000 dBm **
** Input Frequency: 3.75000 GHz **

FREQ-GHz SPECOUT SPECIN POWERIN POWEROUT
MIXER MIXER MIXER MIXER

0.00000 -230.000 -230.000
0.05000 -60.3683 -112.657
0.10000 -31.1979 -94.2129
0.15000 -31.5539 -87.5919
3.60000 -83.8119 -48.9389
3.65000 -84.5532 -49.6704
3.70000 -86.3645 -44.0454
3.75000 -72.6575 3.89849
3.80000 -95.5587 -46.9791
3.85000 -79.7173 -13.1478
3.90000 -81.0041 -13.1504
3.95000 -81.5302 -41.3861
4.00000 -87.1484 -44.4562
4.05000 -89.2120 -46.7956
7.50000 -95.7596 -35.7551
7.60000 -125.338 -36.2807
7.65000 -122.358 -36.3973
7.70000 -112.529 -48.9340
7.75000 -112.280 -62.4038
7.80000 -122.588 -53.4613
11.2500 -117.644 -30.8442
11.3500 -117.181 -45.4218
11.4000 -117.581 -42.9829
11.4500 -133.441 -45.9738
11.5000 -128.638 -44.6591
11.5500 -118.970 -37.7743
11.6000 -134.112 -57.5220
11.6500 -118.621 -40.0739
11.7000 -135.720 -55.8939
Tot Pwr 4.07035 -28.3589

Lange Power Spectra: Series Sources

FIGURE 9
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The above results are shown in figures 10 and 11 where the
total available powers are plotted against the mismatch ratio
R1/R2 for real impedances for parallel and series voltage
sources. With an available power of -5 dBm fixed from one
source, the plot shows a six-fold family of curves of available
powers from the other source, ranging from equal power to six
times the -5 dBm source.

Note that when the available powers of each source are each
equal to -5 dBm, the total available power from the combined
pair is -2 dBm or just doubled as expected. Next, note that as
the respective powers from each of the sources differ by ratios
of 1 to 6, their combined powers behave as shown. These
parametric curves indicate that peaks occur when the ratio k
(=Rl/R2) = 1, 2, 3, ... 6 for the parallel case and when k= 1,
1/2, 1/3, ... 1/6 for the series case. These are then the
design ratios needed to match the real impedances of the
combined pairs for a maximum power transfers.

Before leaving the issues of FET modeling, it may be of
interest to consider the major GaAsFET models available today
and which are used extensively throughout the industry. They
are the six models given in Appendix B and they are the most
widely cited in the design trade. As discussed before, the
functional relationship between the drain-source current and the
drain-source voltage, the common source FET transfer function,
is a key design driver for large signal FET models.

Figures 12-17 show some of these typical transfer functions
for the common source configuration with gate-source voltages
(Vgs) which range from -1.2 V to 0.2 V. These GaAsFET models
differ from each other in the ways the author choose to model
the channel currents; i.e., Curtice's quadratic and cubic
functionals, and Materka's modified exponential functionals, and
the functionals used by Statz, Tajima, Gopinath, et al.

Figures 18-23 show approximate comparisons of these
important GaAsFET models at fixed values of Vgs over the same
ranges as above. Device parameters used to compute each of
these transfer functions were approximately the same. They were
selected from the above papers and from data available in LIBRA
documentation. Note the good agreement among these curves, at
least for this particular set of FET device parameters chosen
for this comparison.

The design merits and trade-off benefits attendant with any
particular functional model and its description would, of
course, require careful review of the papers in Appendix B,
supplemented with good measurements data.
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Series Voltage Sources
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CURTICE MODEL
Channel Current: Quadratic Function of Vgs
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CURTICE-ETTENBERG MODEL
Channel Current: Cubic Function of Vgs
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RAYTHEON-STATZ MODEL
Channel Current: Modified Quadratic Function of Vgs
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MATERKA-KACPRZAK MODEL
Channel Current: Exponential Function of Vgs
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TAJIMA MODEL
Channel Current: Modified Exponential function of Vgs
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GOPINATH-RANKIN MODEL
Channel Current: Quadratic Function of Vgs
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LARGE-SIGNAL GaqAsFET MODELS
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LARGE-SIGNAL GaAsFET MODELS
Vgs = -0.4 V
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LARGE-SIGNAL GaAsFET MODELS
Vgsf -0.6 V

500

400

P-1300 
6 1

200 .. - - -_ _- -_ - _ ._-- - - _ -

100 V-

0

0 0.5 1 1.5 2 2.5 3 3.5
Vds (V)

SCurtice Curtice-Ettenberg k.= Raytheon-Statz

_. Materka-Kacprzak -.- Tajima �.. Gopinath-Rankin

Comparative Models: Vgs - - 0.6 V

FIGURE 20

38

S=II I I I I I I IIII I I IIII I



LARGE-SIGNAL GaAsFET MODELS
Vgs= -0.8 VSoo

400 t

300

<0 MW Q- --
E

200 __ _ _ ___ _ _ ___ _ _ _

100 T____

0
0 0.5 1 1.5 2 2.5 3 3.5

Vds (V)

- Curtice . Curtice-Ettenberg A Rayth"on-Statz

-.- Materka-Kacprzak --O- Tajima ... Gop-`uath-Rankin

Comparative Models: Vgs a - 0.8 V

FIGURE 21

39



LARGE-SIGNAL GaAsFET MODELS
Vgs - -1.0V

500

400

300 OA r
S200

100 a 8

01
0 0.5 1 1.5 2 2.5 3 3.5

Vds (V)
-- Curtice 0 Curnice-Ettenberg --- Raytheon-Statz

--.-- Materka-Kacprzak ..-... Tajima ..... Gopinath-Rankin

Comparative Models: Vgs = - 1.0 V

FIGURE 22

40



LARGE-SIGNAL GaAsFET MODELS
VP - -1.2V

500

400

300

S200

100 kAk

0 0.5 1 1.5 2 2.5 3 3.5

Vds (V)

-- Curtice -4-- Curtice-Ettenberg -. &- Raytheon-Statz

SMaterka-Kacprzak o Tajima . Gopinath-Rankin

Comparative Models: Vgs - - 1.2 V

FIGURE 23

41



TASK 4 - DESIGN PLANS

Design plans developed for this task contain approaches to
E3 modeling with special emphasis on the (E3) related parameter
measurements for the MMICs and T/R modules of interest. A brief
plan to define or specify the electromagnetic environments for
victim platforms is also included. In addition, these plans
contain approaches to modeling and measuring E3 susceptibilities
of the newly emerging packaging technologies of MCM, multi-chip
modules.

These plans (and those in appendix A which also contain
suggested program recommendations) cover some E3 issues related
to integrated test diagnostics technologies. These new issues
are especially those E3 related effects which may be
unintentionally "enhanced" by designing in or incorporating BIT,
BIST and boundary scan, test circuit cells into the host
circuits and modules for improved testability.

The three design plans included in the following pages are:

a) "Some Circuit Parameters Required for CAD Modeling and
Analysis of E3 in MMICs"

b) "Defining an Electromagnetic Environment for Predicting
T/R Module Susceptibility"

c) "Design areas in T/R modules of Concern to E3 in MMICs"

An extensive literature search on nonlinear circuits
modeling was completed in the course of developing the design
plans. Most of the reference searches were done with the
excellent assistance and considerable assets of the Rome
Laboratory Technical Documents Library. The end product is the
large bibliography that is included elsewhere in this report.
This very current bibliography also contains some excellent
sources of theoretical material relevant to the n-dimensional
polynomials used for the advanced classical modeling.
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SOME CIRCUIT PARAMETERS REQUIRED FOR
CAD MODELING AND ANALYSIS

OF E3 IN MMICs

Microwave Integrated Circuit Parameters

The microwave circuit parameters which are used to model
MMICs are user inputted data to CAD software programs like
SUPERCOMPACT, TOUCHSTONE. MICROWAVE SPICE, and LIBRA. These
parameters are attributes (or, characterizations) of both the
active devices and the passive, transmission line structures
used in MMIC models. They provide the numerical values of the
circuit elements in the computer models that are used to "mimic"
or simulate microwave function(s) and the associated circuitry
in the MMIC of interest.

The term "device" is defined here as a packaged entity
which performs a single microwave circuit function such as a two
stage, low noise pre-amplifier or a four stage, power
amplifier. The packaged MMIC device will usually contain one or
more active, semiconductor chips (usually, GaAs FETs) mounted
and wired together on appropriate ceramic substrates.

In addition, there will also be the associated transmission
lines on both chip(s) and substrates to provide the necessary
coupling and tuning elements for realizing the particular
microwave circuit function. Finally, there are the biasing and
ground rails with capacitive and inductive, RF bypass filters.

The device parameters are normally measured but in some
cases may also be computed from the device physics. This
involves formulating and solving some very basic and complex
linear and nonlinear, partial differential wave equations and
diffusion equations with more often than not, time varying
boundary conditions.

This sort of theoretical approach to device modeling is
best left to the device physicists. We recommend an empirical
approach to measure the necessary circuit parameters required
for CAD modeling and analysis software as user input data.

Measurement Ports

The parameters seem to fall into two categories; those
measured externally at the ports of the packaged MMIC and those
measured internally at IC and other nodal ports. These latter
involve delidding the MMIC package, depassivating the chip(s),
etc., in an inert environment to make probe measurements of the
GaAs FET's and the passive microwave circuitry contained on/in
the chip. We call these two categories of port measurements as
external port and internal node measurements, respectively; or
simply "external and "internal" ports for short.

43



The following lists of parameters were compiled from LIBRA
and TOUCHSTONE documentation. In addition, available circuit
files on the LNA's and PA's for both Rome Laboratory T/R module
work and the MMIC DARPA/DoD initiative work which provided by
Raytheon were also used. Some of these files contained netlist
and layout data parameters for circuit designs and use
SUPERCOMPACT, offering a possible perspective on a CAD program
different than either LIBRA and TOUCHSTONE.

In addition, the parameters identified are for both the
baseline and E3 modeling requirements. The "baseline" refers to
those data required to model the MMIC's design-to-performance,
the so-called intended functional design. The "E3" modeling
requirements refer to those data parameters that are used to
characterize the deviations from the baselines. These latter
are usually the interference effects.

For example, the third order power intercept is measured in
-dBm's of input power as a function of the output power. It is
a common characteristic of an amplifier going into 1 dB of
saturation (in its output power) because of nonlinear mixing
effects in the amplifier Uhich is caused by the E3 power at the
input port. This 1 dB level below saturation is considered a
practical (upper) limit on the dynamic range and anything less
is treated as a deviation from the desired baseline performance.
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I. BASELINE MEASUREMENTS: EXTERNAL PORTS

PARAMETER SYMBOL COMMENTS

Complex input reflection SI1 small signal,
coefficient bias independent

Complex forward transfer S21 small signal,
coefficient bias independent

Complex reverse transfer S12 small signal,
coefficient bias independent

Complex output reflection S22 small signal,
coefficient bias independent

Large signal S1l, S21 power dependent
S parameters S12, S22 bias dependent

Noise Figure and other N.F. bias dependent
noise related parameters

Dynamic Range DR bias dependent

DC/RF Efficiency eta D.C. RF pwr/DC pwr in
bias dependent

Power Added Efficiency eta A (RFin-RFout)/DC
pwrs; power and
bias dependent

Pkg Resonance Factors Q1, Q2, Q3, etc. inband and
out-of-band,
bias dependent

Pkg Q Frequencies Frl, Fr2, etc. bias dependent

Fixture and connector S parameters, bias dependent,
embedding parameters as appropriate large and small

signal dependent
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II. BASELINE MEASUREMENTS: INTERNAL NODES

BJT PARAMETER SYMBOL COMMENTS

Current gain, Beta B Magnitude @ D.C.

Current gain, Alpha A Magnitude @ D.C.

Phase Angles phi sub B Beta
phi sub A Alpha

Time Delays Tau sub B Beta delay ps
Tau sub A Alpha delay ps

Bandwidth, alpha control Delta F sub A 3 dB frequencies

Bandwidth, beta control Delta F sub B ............... "

Collector capacitance CC Picofarads

Collector conductance GC Siemens (or mho)

Base resistance RB Ohms

Base inductance LB Nanohenries

Emitter capacitance CE Picofarads

Emitter resistance RE Ohms

Emitter inductance LE Nanohenries

Emitter lead inductance REL Nanohenries

FET PARAMETER SYMBOL COMMENTS

Transconductance G Siemens (or mho)

Time delay T transconductance

Roll-off frequency F GHz, MHz, kHz, etc.

Roll-off Slope Delta G/delta F dB/octave

Gate/Source capacitance CGS Picofarads

Gate/Source conductance GGS Siemens (or mho)

Channel resistance RI Ohms

Drain/Gate capacitance CDG Picofarads
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Drain/Source capacitance CDS Picofarads

Drain/Source resistance RDS Ohms

Dipole layer capacitance CDC Picofarads

Source resistance RS Ohms

Gate resistance RG Ohms

Noise parameters P,R,CKr,Kg,Kc LIBRA referenced
K1,K2,K3,K4,K5

Drain/Source voltage Vds chip bias, volts

Gate/Source voltage Vgs chip bias, volts

III E3 MEASUREMENTS: EXTERNAL PORTS

PARAMETERS SYMBOL COMMENTS

Harmonic Distortion User Option all signal ports
all in/out pairs

Intermodulation Distortion User Option

Crossmodulation Distortion User Option

Desensitization User Option

Gain Compression User Option

Gain Expansion User Option

Nth Order Intercepts P13,P15, etc. for N=3, 5, etc.
bias dependent

E3 Vector Distortion* User Option at all the port
pairs in all the
combinations of
any accessible
ports including
bias, grnd, and
digital ports

"* "E3 Vector distortion" in an operating multi-port device is

defined as the response at any port in which a deviation from
its baseline performance is caused by E3 as a source vector
connected to any other port. "Baseline performance" of a device
is defined as its measured normal operating parameters or the
"designed-to" specifications of the device. "Admissible pnrts"
are all the accessible ports or pin pairs on the device package
when operating as intended.
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Even and odd mode Z sub e coupled lines

impedances Z sub o

Even and odd mode K sub e coupled lines

dielectric constants K sub o

Even and odd mode A sub e coupled lines

attenuations A sub o

Coupler length L coupled lines

Lossy capacitor CAPQ discrete element

Quality factors Q sub C discrete C
Q sub L discrete L

Lossy inductor INDQ discrete element

Bias voltage supply Vdd pkg port (pins)

Bias current drain Idd pkg port (pins)

48



DEFINING AN ELECTROMAGNETIC ENVIRONMENT
FOR PREDICTING T/R MODULE SUSCEPTIBILITY:

A DATA ACQUISITION PLAN

1. Purpose:

The purpose of this plan is to identify data needed to
define the environment of ambient electromagnetic fields and
spectra that are incident upon an aircraft radar surveillance
platform with a phased array antenna which uses T/R modules in
its active aperture.

2. Definitions:

"electromagnetic environment" - spectral, spatial and
temporal distributions of electromagnetic energy or power in
which a given system, equipment, device, circuit or component
must operate while performing its specified, "designed-for"
function.

"spectral, spatial and temporal distributions" - empirical
data or the analytical algorithms for generating such data that
provide electromagnetic energy profiles in terms of field
attributes at given coordinates and locations above the earth,
and at specified times or durations: these include intensities,
phases, polarizations, average and/or peak power levels,
spectral and/or spatial power densities, RF carrier and harmonic
frequencies, etc.

"platform" - a description of an emitting and/or receiving
structure, vehicle or configuration that includes the
geometrical, electrical, physical, avionics and other databases
needed to analytically identify and characterize the entry ports
of electromagnetic energy.

"electromagnetic environmental effects (E3)" - spectral and
temporal responses of a system, equipment, device, circuit or
component that are caused by the electromagnetic environment and
that degrade, compromise, prevent or otherwise alter the
victim's "design-tn" performance in its intended environment:
the effects may be temporary or permanent.

"E3 drivers" - Thevenin and Norton circuit models that
characterize the electromagnetic environmental fields and
spectra on the victim platform as equivalent, dependent voltage
and current sources that provide ambient environmental energy
and power signals to the susceptible ports of entry.

"category I effects" - responses that could result in the
loss of life, loss of the platform, a "costly" abort (in the
Gigabucks range) or an unacceptable reduction (or loss) of
functional performance that will jeopardize the system
effectiveness.
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"category II effects" - responses that could result in
injury, damage to the platform or a reduced functional
performance that may jeopardize the system effectiveness.

"category III effects" - responses that could result in
annoyance, discomfort or a reduced functional performance that
may not jeopardize the system performance.

"category IV effects" - responses that could enable the
compromise of classified and/or proprietary data, or the
characteristics of the systems and equipment that transmit,
receive, store, process, display, print or otherwise handle such
data.

"category V effects" - responses that could enable the
unauthorized access, manipulation or theft of financial assets,
or the characteristics of the systems and equipment that
transmit, receive, store, process, display, print or otherwise
handle such assets.

3. Data Sources: Candidate sources for a first cut at these data
are suggested as:

1) ECAC in Annapolis, MD
2) ROME LAB/IRAE
3) ROME LAB/EE

4. Data Restrictions: Unclassified data are preferred.

5. Data Formats: Data should be format compatible with Rome Lab
GEMACS fields type analysis tools.

6. Frequency Range: 100 MHz to 50 GHz.

7. Bandwidth Range: Spectral bandwidths of the power, energy or
fields' distributions as available in % bandwidth or as a
centered frequency range.

8. Altitude Range: 20 kFt to 60 kFt.

9. Type Fields: whatever fields data are available: i.e.,
electric, magnetic or both.

10. Intensity Levels: whatever field intensities are available:
i.e., dBuv/m.

11. Power Levels: whatever power levels are available: i.e., dBm
or dBm/cm2.

12. Polarization: horizontal, vertical, circular, elliptic,
random or otherwise.

13. Modulation: modulation characteristics, if available (i.e.,
CW, AM, FM, PCM, PN, PM, percent modulation, etc.)
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14. Type Sources: types of sources generating the environment,
if known (i.e., commercial radio and TV, military radar,
amateur, etc.)

15. Precipitation Static Levels: average and peak lightning
activity in the locale as field levels, if available.

16. Locations: Geographical locations suggested are; 1) Mideast,
2) Northern Europe, 3) Former USSR Republics, 4) Former
Yugoslavia Republics, 5) Central Europe, 6) Southwest Asia, 7)
Far East, 8) Central America, 9) Northeast Asia

17. Areas: Areas of interest within a global location are:

1) urban
2) rural

18. Temporal Variations: The time variations in the data are of
interest, if available:

1) seasonal: i.e., four seasons, averaged over 3 months.
2) weekly: i.e., average of any seven consecutive days.
3) daily: averages of 24 hour periods.

19. Topographies: Natural topographies of interest,. if
available, are:

1) flat, treeless
2) flat, treed
3) hilly
4) mountainous
5) sandy
6) gullied
7) canyoned
8) marshy
9) deltas
10) salt water
11) fresh water

20. Other:
Any other descriptions of the natural environment and its

electromagnetic sources that can in any way relate with the
electromagnetic characterization of a vehicle or platform
immersed in such an environment.

21. NOTES:
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DESIGN AREAS IN T/R MODULES
OF CONCERN DUE TO E3 IN MMICs

Background

T/R modules in phased arrays of advanced design, active
aperture radars must be robust to operate and survive in
wideband, spectrally dense (E3) signal environments. Intrusive
coupling from high power, exterior sources, friendly and
otherwise, cause upset, distortion and damage in the digital ICs
and linear MMICs of a victim module.

Additionally, parasitic coupling of unintended internal
sources that interact with a modules' nonlinear circuits,
outside of its design bands, produce degrading mix products in-
band. The sum result is a synergism of E3 effects and a
decreased effectiveness of the array and its host radar. We
list below some design areas of concern for T/R module and MMIC
environmental interactions.

E3 Design Caveats

1. T/R module and MIMIC packaging effects from parasitics and
internal field resonances must be avoided.

2. Control stray mutual coupling impedances between radiator
elements for stable patterns.

3. Seek internal trace and ground plane layouts for minimal
coupling.

4. High speed digital clocks are sources of spurious
emissions: avoid where possible.

5. High dynamic range increases IMOD and XMOD susceptibility.

6. Analog signal processing demands minimal distortion in the
desired signals' spectra.

7. Common mode grounding among MMIC devices, hybrids, digital
circuits and striplines must be avoided.

8. ESD protection networks for MMIC GaAsFETs are susceptible
to E3 even when quiescent in the untriggered mode.

9. Short run lengths to minimize stray inductive coupling and
radiation are a must.

10. RF bypass capacitors, vias and other interconnects must be
linear.

11. Find component layout strategies for a minimal E3 topology.
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12. High speed, high density clock lines are sources and sinks
of radiation emission and susceptibility.

13. Digital offset, latchup and ground bounce all effect the
antenna pattern integrity.

14. Signal harmonics and intermodulation products into any MMIC
port can cause distortion and upset.

15. Trace and stripline geometries must be gradual to minimize
any emission or coupling at sharp bends.

16. Imbedding ports for MMIC self-test adds circuits which may
be more susceptible to the E3 than the baseline MMIC host.

Note: some of these concerns may overlap; some may be the domain
of functional designers -- they are included for completeness.

Historical Concerns

During a recent T/R module development program, it was
reported that early prototype designs were deficient. Internal
parasitic effects at microwave frequencies contributed to the Q
of the resonant cavity formed within the module itself. The
cavity was driven by RF leakage from the transmitter channel
into the receiver causing unacceptable module performance. The
design fix added ferrite absorbers into the transmitter cavity
to despoil its high Q. The fix worked but added more components
to the module with attendant cost penalties.

In designing phased array an ennas, one attempts to locate
elements close enough to each other in order to synthesize the
static pattern without contending with the mutual coupling
effects which tend to break up the pattern. The designirules
for the radiator separation are usually based on the operating
wavelengths. These criteria are "in-band".

However, the input impedances of modules can go nonlinear
if subjected to high enough input power levels from any nearby
transmitting elements in the environment, or from any other RF
sources which may be also on the same platform. The latent
nonlinearities in FET's, circulators and diode switchs can
contribute unintended mix products, in-band and out-of-band,
which cause unacceptable distortion in the desired signals.

A module designer likes to keep his circuit layouts very
compact in order to reduce the volume and weight overhead, to
reduce the thermal paths to the heat sinks and to minimize the
stray, internal coupling. This consideration is usually in-band
and the (design-to) trace separations are usually based on those
wavelengths for the unwary designer. Unfortunately, this design
strategy does not account for the circuit nonlinearities which
can produce strong coupling at many unsuspected frequencies.
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In addition, coupling caused by radiation from the traces
onto the DC rails with only nanohenries of inductance, causes
common mode noise to build up in the power conditioner, possibly
degrading the noise margins in the digital controller circuits.
Upsetting the phase shifter bits degrades the antenna pattern.

Emission levels from clocks and LO's can also couple onto
the traces and transmission lines, and be conducted into
susceptible FET's and logic IC's. Ground bounce is another
problem in the digital circuits of these modules.

Ground bounce occurs when a voltage builds up on a trace
inductance. These voltages arise from fast current switching
transients at the gates which cause the gate "low" state to seek
one of two (or more) ambiguous grounds i.e., the digital chip or
the external ground plane. This ground hunting causes degraded
BER, enhanced emissions, circuit ringing, and other circuit
stresses.

54



SUMMARY AND RECOMMENDATIONS

Task (1): Vector Modeling of Multi-ports

The concept of a multi-port, vector susceptibility for
characterizing E3 in MMICs is shown to be potentially a very
useful CAD tool. The time domain matrix formulation presented
for modeling memory-less circuits illustrates the scope and
utility of a difficult theoretical problem. While its solution
vectors could not be completely formulated nor its corresponding
frequency domain formulations be found, heuristic memory-less
models developed did demonstrate the utility of the relevant
multi-port concepts. Analytical difficulties in developing the
spectral approach to E3 vector modeling of multi-port MMICs with
memory were beyond the resources of this effort.

This initiative should be further pursued with university
level, engineering investigations into the nonlinear, multi-port
analytics required for vector modeling. These should include
time and frequency domain characterizations of the both baseline
and E3 performances. The resulting analytical descriptions may
be used to develop analysis algorithms suitable for designing a
multi-port circuit, vector susceptibility simulator capable of
MMIC CAD with a special E3 emphasis.

Task (2): Modeling Assistance

To enhance the E3 modeling capabilities of Rome Laboratory,
this task reviewed the current technologies of MCM (multi-chip
module) and T/R module packaging. The emphasis of these reviews
was to determine any potential impact of E3. In both of these
module technologies, the attendant densities of active
components and high frequency interconnects strongly suggest
potential sources of E3 susceptibility problems.

Visits to industrial based laboratories doing MMIC CAD (for
these modules) indicated that while design data are freely open
to some extent, their proprietary design data are not normally
available. This can be a problem to the E3 oriented customer
who attempts to simulate and validate their baseline product
designs before doing any E3 related analyses.

It is recommended that government suppliers of MMIC CAD be
required to provide or to (at least) allow use of their baseline
circuit simulation data so that the MMIC performance can be
replicated on government CAD platforms. Even though each case
is probably a little different, appropriately tailored contract
agreements are needed. These initiatives should be mandated to
obtain or have access to the necessary circuit modeling data in
order to replicate the baseline MMIC performances whenever E3
simulations are considered. Ownership of these CAD data for the
baseline modeling may still be an issue in some cases.
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MMIC modeling assistance, in general, can also be enhanced
and accelerated by Rome Lab initiatives to exploit the current
technology transfer programs. It is recommended these may take
the forms of organizing appropriate E3 conferences, workshops,
sessions, short courses, or expert discussion panels at local
and national levels. Certainly, E3 papers on NMICs and modules
by Rome Lab and its contractors are always viable, useful, and
very effective means to technology transfer.

To enhance continuity of financial support, it is also
recommended that "proofs-of-concept" demonstrations of the E3
susceptibility of MCM and T/R modules be conducted for higher
levels of management, especially those with control of the
budgets. Showing and demonstrating the degraded performances
attendant with E3 in MMICs and modules, provides possible
leveraging advocacy to sustain the cause of E3 awareness. These
demos can become very compelling arguments to obtain adequate
funding for continued E3 technology work in a times of shrinking
budgets.

Task (3): Vector Modeling Validation

The time domain, vector susceptibility models developed for
this effort are heuristic and confined to memory-less, resistive
multi-ports. Limited computer simulations were performed to
verify them as multi-ports using industry and Rome Lab data. An
LNA and a power amplifier from a Rome Lab T/R module in the 1-10
GHz range were used as first cut, baselines with good results.

Both used Rome Lab FET models which were custom amalgams of
available (FET device) parametric data. While the baseline
performances compared favorably, measured E3 data were not
available to compare with simulations. That the above baselines
tracked well is indicative of Rome Lab ingenuity in synthesizing
good FET device models from the available data.

Another significant result from this task is the imperative
for having good measured data to model the CAD baselines. The
circuit parameters of the active FET devices and many of the
other microwave circuits must be measured "in situ" for most of
the MMICs of E3 interest. These device parametric data are
unquestionably essential to accurately simulating the active FET
devices used in circuit models. Availability of those data is
often denied by proprietary constraints. An alternative may be
a robust in-house measurements program for parameter extraction.

Additional validation work is recommended. The purpose is
to confirm or validate the vector susceptibility concepts in the
other MMIC ports and in the rest of the NNIC suite of the T/R
module. These will need more measured data -- parametric data
for the device modeling and performance data for comparing both
the baseline and E3 with simulations. This initiative could be
very productive adjunct to the Task (1) recommendations above.
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Task (4): Design Plans

The design plans completed contain approaches to computer-
aided modeling and simulation with particular emphasis on the
related measurements of MIICs, modules, and the electromagnetic
environments of their host platforms. In addition, these plans
together with Appendix "A" contain preliminary approaches to
modeling and measuring E3 susceptibilities of the newly emerging
packaging technologies for MCM (multi-chip modules),

Design plans included herein are: "Some Circuit Parameters
Required for the CAD Modeling and Analysis of E3 in MMICs",
"Defining an Electromagnetic Environment for Predicting a T/R
Module Susceptibility", and "Design Areas in T/R modules of
Concern to E3 in MMICs".

To obtain the necessary data to further validate the vector
susceptibility concepts developed so far, and to demonstrate the
E3 performance degradation in both MMICs and T/R modules, it is
recommended that related susceptibility test plans be prepared.
These should include plans for conducted and radiated effects'
testing using the Rome Lab experimental test facilities.

In addition, there is a need to investigate the possible E3
related issues attendant with integrated test diagnostics. Of
special interest are those degrading susceptibility effects
which may be unintentionally caused by those imbedded, test
dedicated circuits which are provided for the built-in, self-
testing of the host circuits.

As a reasonable extension of the present T/R module work,
i-c is recommended that susceptibility modeling and measurements
of E3 in advanced packaged MCMs be initiated. These initiatives
should include both conducted and radiated effects in the victim
MCMs as well as in their constituent circuits. Many of. these
circuits are functionally digital and may also include other
imbedded circuits dedicated for BIST.

While heat dissipation may be a problem in some MMICs, it
is always a major design factor in MCMs. It is recommended that
a study be performed to determine ways to integrate thermal and
electrical design (CAD) techniques into a single CAD program or
methodology for doing E3 analyses and assessments of MCIs.
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July 10, 1992

Mr. Carmen J. Luvera, Chief
Electromagnetic Systems Division
Rome Laboratory
525 Brooks Road
Griffiss, AFB NY 13441-4505

Dear Mr. Luvera:

Two weeks ago the Electromagnetics and Reliability Directorate
of the Rome Laboratory sponsored a three day workshop the
Integration of Diagnostic (ID) Technologies.

As you recall, you suggested that my attendance at that workshop
would be beneficial to our current work in ERPT on modeling E3
susceptibility of circuits and modules. Your foresight was
correct.

The ID workshop turned out to be very enlightening and equally
stimulating. From perspectives of E3 modeling and measurements,
I noted several areas and opportunities that may be of interest
to you.

In the attached report, I am pleased to share these perspectives
with you and your associates in the Electromagnetic Systems
Division.

Sincerely,

DANIEL J. KENNEALLY
Independent Consultant
Calspan Inc./U.B. Research Center

copy to Rome Laboratory: J. C. Cleary, ERPT
T. W. Blocher, ERPT
M. F. Seifert, ERPT

copy to CUBRC: R. Daley
M. Elardo
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Rome Laboratory
Grif-isa AFB, NY
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Welcome
Mr. John Bart, Chief Scientist, Reliability Sciences

Keynote Address
Mr. Raymond Hutter
Air Force Material Command (D

1000- 1015 Coffee Break - Lobby

PLENARY SESSION I

1015-1215 Diagnostic Opportunities
Paul Abendroth, Aeronautical Systems Division, WPAFB
(Chair)

"Digital Electronics"
Don Sterba, Texas Instruments

"Analog Electronics"
Fred Liguori, Naval Air Weapon Center
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"Test Buses"
Pat McHugh, Army LABCOM

"Electromagnetic Effects Integrated Diagnostic Capabilities"
Anthony Pesta, Rome Laboratory

Question and Answer Period

1215-1315 Lunch - Main Ballroom

PLENARY SESSION 11

1315- 1330 Colonel John M. Borky, Rome Laboratory Commander

1330 - 1515 Diagnostic Integrations
Frank Born, Rome Laboratory (Chair)

"Integrating Diagnostics Into Today's Technologies"
R.H. Clothier, General Dynamics

"IDSS Tool Capabilities"
William Keiner, Naval Surface Warfare Center

"Tool Frameworks"
Mike Granieri, Giordano Automation, Inc.

"Applications of the Test Bus"
Wayne Daniel, Texas Instruments

Question and Answer Period

1515 - 1530 Break - Lobby

PLENARY SESSION III

1530 - 1630 The User Perspective - Panel
Warren Debany, Rome Laboratory (Chair)

Panel Members:

"Operational Viewpoint"
Capt Ronald Rosenberger, Operational Support Squadron

"Intermediate Maintenance Viewpoint"
Rick Schabener, 416ILMS/LGAME

"Environmental Implications and Diagnostics"
Leonard Popyack, Rome Laboratory

Question and Answer Period
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WEDNESDAY, 24 JUNE 1992

PARALLEL WORKING SESSIONS

(A) DESIGN/DEVELOPMENT TOOL TRACK - These sessions will focus on
developing a plan/structure for integrating existing diagnostic design/development
tools and an ideal plan (near term) for automation of the entire diagnostic
specification/design/development capability.

0800- 1200 WORKING SESSION 1A - Rome Room
Design Development Tools - Present Capabilities

0800- 0815 Eugene Blackburn, Rome Laboratory (Chair)
Recorder- Paul Ratazzi

0815- 0945 2 Minute Presentations

Define Issues

0945 - 1000 Break - Lobby

1000- 1200 Identification of Necessary Elements

1200- 1300 Lunch - Main Ballroom

1300- 1700 WORKING SESSION 2A - Rome Room
Integration of Design/Development Tools

1300 - 1315 Dr. Warren Debany, Rome Laboratory (Chair)
Recorder: ILt Antonette S. Pettinato

1315 - 1445 Define Issues

1445 - 1500 Break - Lobby

1500 - 1700 Develop Plan

(B) DIAGNOSTIC TECHNOLOGIES TRACK - These sessions will focus on
developing a plan for optimized diagnostic capability using existing technologies
and identification of required technologies which are necessary for complete
integration ofh chip-to-system, on-line to off-line and factory-to-depot diagnostic
capability.

0800-1200 WORKING SESSION 1B - Liberty Room
Diagnostic Technologies

0800-0815 Jim Collins, Rome Laboratory (Chair)
Recorder: Frank Born

0815-0945 2 Minute Presentations
Define Issues
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0945 - 1000 Break - Lobby

1000 - 1200 Identification of Necessary Elements

1200- 1300 Lunch - Main Ballroom

1300- 1700 WORKING SESSION 2B - Liberty Room
Integration of Diagnostic Technologies

1300 - 1315 John Bart, Rome Laboratory (Chair)
Recorder- Dale Richards

1315-1445 Define Issues

1445-1500 Break- Lobby

1500-1700 Develop Plan

THURSDAY, 25 JUNE 1992

0800 - 1130 PLENARY SESSION IV - WORKING SESSION SYNOPSIS

0800- 0810 Chair - 1Lt Antonette S. Pettinato
Main Ballroom

0810 - 0900 Interchange working groups to evaluate plans
A Track - Rome Room
B Track - Liberty Room

0900-1000 Incorporation of comments by original groups

1000-1015 Break

1015 - 1130 Synopsis with entire attendance - Main Ballroom
Updates from session chairs of A and B sessions

1130- 1230 Lunch - On your own

1230- 1500 Rome Laboratory Tour

1230- 1310 Electromagnetic System Division (ERP)
- Electromagnetic Effects Analysis
- Anachoic Chamber

1310- 1350 Systems Reliability Division (ERS)
- Time Stress Measurement Device (TSMD)
- Finite Element Analysis/Reliability

1350- 1430 Microelectronics Reliability Division (ERD)
- Reliability Physics/Failure Analysis
- Analog Test Facility
- Design and Test Automation
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INTEGRATION OF DIAGNOSTIC TECHNOLOGIES WORKSHOP

June 23-25, 1992

SUMmARY OBSERVATIONS

Diagnostic test data must be stored on board the platform
for subsequent down loading.

Testability and diagnostics must include RF and microwave
components of a system.

T/R and multi-chip modules both need buss compatible, test
vectors to measure linear and digital performance baselines.

RF test vector sets must contain a priori chosen sub-
vectors for critical MMIC tests: first problem is to determine
what is performance "critical" in an MMIC RF circuit.

Probes and sensors are needed to implement distributed
testability; this is especially relevant to microwive
diagnostics.

The TSMD probe needs to measure and record the global and
local EM environments in the "vicinity" of an aging part, over
real time.

To implement RF DFT test cells in micron scaled, silicon
(for digital circuits) and in gallium arsenide (for RF
circuits), we need:

Electric and magnetic fields sensors,
EM detectors and analyzers (frequency and time),
Tunable and programmable EM field sources
Noise sources in all the bands

Integrated diagnostics (ID) needs demonstrative proofs-of-
concept.

Test beds and beta sites are needed for ID demos at all
levels.

All aircraft systems have dynamic surfaces that must be
incorporated into any antenna modeling and analysis for system
level, EME assessments including the baseline perfromances.

Simulation CAD tools for EME diagnostic analysis at all
levels are needed.

EM probes, sensors, and recorders are needed to "snapshot"
the part's "immediate" EM environment, especially windowing the
time frame in which the part failure or upset occurred.
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We need a set of ID definitions consistent among all the
players.

Hybrid test vectors are needed for mixed mode test
diagnostics.

SPECIFICS

The ER Directorate of the Rome Laboratory recently sponsored a
workshop on Integration of Diagnostic Technologies on June 23-
25, 1992. The program agenda and list of attendees are attached
to this report. Hard copies of the plenary presentations were
not made available and would not become available until "some
time in late July".

The purpose of the workshop was to review current diagnostic
(test) technologies and to formulate plans and approaches in the
areas of diagnostic design/development and related
technologies. For this, in addition to the plenary sessions,
two separate working tracks were convened and devoted to pretty
much open forums on (1) design/development tools and (2)
diagnostic technologies.

In these workshop forums, each attendee actively participated
with their frequent and informal inputs, and a 2 minute
presentation on their own needs or requirements for ID
(integrated diagnostics). My presentation view graphs on
"Electromagnetic Effects in Integrated Diagnostics" are also
attached.

After an introduction by the workshop committee chairperson,
iLt. Antonette S. Pettinato, Mr. Jack Bart of ER gave the
welcome address. He outlined some of the goals and the
motivation background for such a workshop, and introduced the
keynote speaker, Mr. Raymond Hutter of HQ AFMC/ENSP which is the
new AF command that combined AFSC and AFLC.

Diagnostic test data must be stored for subsequent down loading
to the ground based maintenance levels - 0 level (flight line),
I level (intermediate shop/squadron) and D level (depot level).

Testability and diagnostics are tightly coupled and
indispensable attributes of an effective weapon system. Among
the goals are reduced vulnerability to down time. For this,
effective diagnostic test systems must test, diagnose, and heal
in a maintenance cycle of detect, find, and fix any fault. This
includes RF and microwave.

One motivation for integrated diagnostics comes from General
Yeats' recent directive on ID. On (or about) 28 May he signed a
letter articulating a major statement on "Policy on Design to
Test". It ordains and requires designs for testability and
diagnostics for all Air Force systems with performance
verifications based on actual field data.
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He is especially interested in correlating the predicted data
with the field data using statistical tools that focus on cause
and effect; i.e. Pareto charts. This is a new "technical
effectiveness" and "design-to-test" policy and is particularly
consistent with General Yeats' personnel philosophy of
measurements, measurements and more measurements.

The most striking and recurring theme of this meeting was the
emphasis on digital systems (!), starting with digital ICs,
modules, assemblies, subsystems, etc. ad infinituum, ad
nauseam. The voices for analog or linear systems were few.
While heard as a polite courtesy, their lot did not seem to
invoke much interest or to be enthusiastically heeded.

As some 19th century physicist once said about his
contemporaries; "we seem to solve the problems that we already
know best.. .and where the solutions are more tractable and
symposium elegant". This report will come back to this issue
and develop it in detail as we progress.

The current thrust in systems acquisition is on integrated
product development (IPD) which apparently is another buzz word
for what IEEE calls "concurrent engineering" and others call
"TQM". Testing digital systems now involves mixes of card edge
test connectors, BIST (see appendix for list of acronyms and
definitions), BIT, and SCAN in what has been called (by the bean
counters, no doubt) "value roll-up". This refers to the value
added to a product as it progresses upward thorough each step of
test in the system hierarchy.

At the module level there is a need for buss compatible, test
vectors which contain a priori critical IC test vectors. This
kind of DFT requires a lot of modeling efforts that use the new
synthesis tools coming on line for digital logic functions.
Testing the module infrastructure will needs both internal and
external SCAN.

To achieve a reasonable degree of test±. that cover the entire
populations of components, seeming to grow endlessly in density
and complexity, the DFT designer must go to distributed testing
architectures which capitalize on extensive use of test
busses. The VHSIC phase II program apparently was the first in
the industry to develop a standard buss interface for high speed
testing (of digital r-ircuits, of course).

In this same context, IEEE issued IEEE Std. 1149.5 on "Test and
Maintenance Busses" which became almost an industry "de facto"
standard for doing good testable back plane wiring. Another step
in digital DFT was the advent of SCAN testing for PC edge card
fault and find analysis. Currently, the SCAN trends are both
downward to the IC level and upward to the module level. While
the former trend is progressing with an acceptable degree of
vigor, the latter (module level) is not. In either case, DFT
for analog test busses and test cells are sorely needed.

A1O



Test maintenance (TM) bussing for effective DFT is presently in
a state of flux, a mixed bag. Some government experts predict
that the DoD will not issue requirements or standards across the
board for TM busses while others, notably industry gurus,
predict that the DoD will because it's presently required in
some acquisitions.

The group consensus seems to be that with the mass volume usage
of IC chips, modules and boards in military system acquisitions
as well as in commercial product lines, the associated economies
of scale (i.e., "more is cheaper") will naturally gravitate the
customer requirements to include TM bussing designs. The most
likely places will be at board and module levels with the IC
level to follow, given the predicted volumes.

If so, this means loads of chips and modules with boundary scan
and other test cells designed and imbedded into their silicon
and gallium arsenide architectures. And, on a much larger
scale, all kinds of test probes and sensors for a distributed
testability in a system should also benefit by exploiting the
same economies of scale.

Electromagnetic effects' integrated diagnostics again exemplify
the lack of systemic analog and linear (as opposed to digital)
test diagnostics and implemented at all levels of a system
architecture. It is an undisputable fact that the
electromagnetic environment contributes drivers to the physics
of fault and failure at the component part level.

Knowing the spectral and temporal characteristics of this EM
environment provides extra dimensions to the failure data which
will help to identify and sort out the interrelated causes and
electromagnetic effects' trends in the data.

In this regard, a TSMD measurement probe could be made immensely
more useful if it could measure and record a global EM
environment of the aging part over real time. This could
provide the trouble shooter with an EX signature, a "snap shot"
of EM fields' profile in the environment at the time of failure
and, at the same time, provide a temporal history of
electromagnetic stresses to the maintenance analyst.

For embedded BIST at RF, we will need tunable and programmable
electromagnetic sources: we will need electric and magnetic
fields sensors, detectors, and frequency (as well as time
domain) analyzers; and we need to implement these diagnostic
microwave test cells in micron scaled, silicon and gallium
arsenide device structures.

Colonel Borky (Rome Lab's Commander) identified or, at least,
articulated a NEW (for me, anyway) aspect of leverage, attendant
with (solving) the problem of maintainability -- achieving an
increased maintainability from an enhanced repairability through
DFT translates into a leveraged increase in inventory assets.
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This means that with increased operational up-time, we will need
fewer spares in the inventory to sustain a given maintenance
figure of merit. In addition, the so called "penalty" of ID
really adds value to the performance overhead by making the
host/benefactor systems more available and more effective.

Another recurring theme throughout the work shop was the
imperative need for demonstrative "proofs of concept". Ways
must be found that clearly show and unambiguously prove out the
advantages and benefits that accrue from integrating (test)
diagnostics in systemic design-for-test.

We need demonstrator test beds or beta sites for integrated
diagnostics, testability (technology) insertion. The methods of
"proof" must be realistic and direct. The value added which is
attendant with and leveraged by doing DFT diagnostics must be
shown in straight forward, reasonable, and plausible ways. Even
study investigations need ways to demonstrate its utility.

The nonelectronic technologies in system acquisition are not
being addressed with any comparable vigor as the electronic.
The scope of integrated diagnostics correctly includes all the
component techhologies of the subsystems that make up an entire
weapon system. In the case of an aircraft, this includes air
frame, engines, hydraulic, electromechanical, optic, control
surfaces, electro-optical, electrical power, ordinance, pilot
safety, etc..

In fact, it was stated (and restated many, many times) at the
workshop that these make up about 70% of a typical aircraft!
Existing integrated diagnostics for the nonelectronic subsystems
are presently primitive and in dire need of DFT research and
development. Much remains to be done in these areas.

Many of our aircraft have moveable structures on the air frame
such as control surfaces, wings and rotodomes. These dynamic
surfaces change the boresight and radiation patterns of
collocated transmit-receive antennas. Some kind of built-in,
adaptive test diagnostics could help here to measure the
attendant changes and generate the signal necessary for
compensation.

Testing scripts include BIT and external depot. The former can
be done when the unit-under-test (UUT) powers up or be done
periodically at the command of controller. Vertical testing
(and its value added attributes) in a mature system flows up and
down through system levels of indenture which include wafer,
chip, package, MCM module, board, assembly, and subsystem.

DFT should use a "kernel" approach, starting at the smallest
(kernel) level and working upward through the system design.
Thus, integrated test diagnostics at the line repairable unit
(LRU), the line repairable module (LRM), and at the subassembly
repair unit (SRU) are absolute requisites.
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From an operational point of view, in particular EW, it was
noted that most training missions for ECM are done in
simulators. This is because it's just not very practical to get
FCC permission to turn on the offensive jammer suite in the
CONUS, and almost impossible to obtain similar permission in
ETO. The operators stated that EM interference is a common
problem from own and external emitters; blankers are still used.

Some off-the-record things heard at the informal group sessions
on "diagnostic technologies":

costs of imbedding ID design into chips are incurred mainly
during R&D and not during production.

impacting a system life cycle of 10 or more years is not
meaningful given the uncertainties involved: we don't even
budget that way so we must impact he costs of ID right up front
during the R&D phases.

if we can embed enough ID, BIT, and BIST technology into
wafers, chips and boards then there is even a chance of "doing
away with" the ATE associated with manufacturing which is now a
huge investment and a high contributor to overall costs.

simulation methodologies for EME diagnostic analyses at
chip, package, and board are needed; and the parametric data to
support those analyses.

electromagnetic sensors, both distributed and discrete, are
needed in conjunction with TSMD's to snapshot the EM environment
at the time of failure.

EME are needed at all 1zvels in all environments.

analog circuit/device testing and simulation need drastic
improvements in the areas of fault (abrupt and otherwise)
generation, detection, and location. There is presently too
much emphasis on digital at the expense of analog or linear.

the digital people say much more needs to be done on sneak
circuit analysis: the linear analog people already have
encountered this problem a long time ago and called it parasitic
(coupling) effects. We need to cross fertilize the two circuit
communities.

databases to support ID are needed and especially ways and
a system mindset to exploit the data made available.

we need more practical demonstrations of diagnostics as
opposed to more theoretical prognostics.

we need to set up definitions that have a common accepted
meaning by all the communities who contribute to ID. A gross
example which came up time and time again was the term "model'.
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digital circuit people have many, many meanings mostly
derived from software usage, whereas EME people have a few
meanings mostly derived from EM circuit and fields engineering
and physics. In this regard, it became very apparent that even
this short report begged for such a dictionary which is
attempted in the attached appendix.

contending with failures, faults, or defects in systems has
several facets: avoid, detect, isolate, locate, identify,
tolerate, classify, record, and correct - these and more are the
integral parts of the integrated diagnostics problem. Each one
presents a unique set of sub-problems and opportunities when
viewed from EME susceptibility.

Prepared and submitted by: Date:

DANIEL J. KENNEALLY
CUBRC Consultant
Contract C/UB-62: D.O. No. 0056
N-2-5521, AF30602-88-D0026
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APPENDIX
A COLLAGE OF ACRONYMS AND DEFINITIONS

FOR INTEGRATED TEST DIAGNOSTICS

CUT: Circuit under test.

UUT: Unit under test.

ATE: Automatic test equipment.

Testability: A measure of how easily tests are performed or
how cost-effective it is to perform such testing.

Gold Circuit: A reference circuit whose functional goodness
has been (somehow) previously established and which is used as
the acceptance benchmark of comparative performance testing: the
response vectors of a gold circuit are by definition always
correct for any input test vector.

Daisy Chain: A shift-register mode of testing in which all the
flip-flops of an IC under test are connected together in a
serial chain and sequentially shift out arbitrary test patterns
inputted and stored in the FFs.

Ad Hoc Design-for-test: Methods and designs for a given
particular, local circuit which are generally not applicable to
other designs.

Structured Design-for-Test: Generic methods for solving the
testability problem for global classes of circuits.

Bus Structured Architecture: A way of logically partitioning
the functions of a logic system by interconnecting them with
bidirectional paths for common data exchange. Common busses are
data, address and control.

Degating Logic: added logic gates to decouple or disconnect one
portion of the logic under test from another portion of logic
circuit.

Bed-of-Nails Tester: a planar array of spring loaded pins that
make pressure contacts with the IC chips (CUTs) pins on the
opposite side of the PWB: an array of tester probes for
isolating and controlling the input test vectors, and detecting
the subsequent test responses in the CUTs.

Controllability: an attribute of testing in which -. known
initial state of a CUT can be easily set to a des.r, state
consistent with the test to be performed: sets all the initial
conditions tc some known vectors prior to testing.

SCAN Design: the ability to input and shift arbitrary test bit
patterns into and out of sequential circuits and to observe the
resulting bit patterns of all the output states.
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TM: test maintenance; usually with busses.

BS: a boundary scan implementation for diagnostics in which all
the gates of an IC or module under test are interconnected
together to form a daisy chain shift register; test
controllability and observability are provide by embedding extra
gates or test cells near the IC or module pins (hence a
"boundary").

Silicon Overhead: a reference to the amount of chip real
estate devoted to providing the extra gates or cells for
embedded diagnostics: typically, four to five gates per IC pin
which for VLSI is about 15-20% of the host chip.

Functional Testing: the methodology and assets needed to
determine that a UUT in a given environment actually performs
the design baseline that the designer intended.

Diagnostic Testing: a methodology and assets needed to detect,
localize, record and correct performance faults or defects as
parameter departures from the functional baselines.

BIST: built in self test.

BIT: built in test.

LRU: line repairable unit (and sometimes "least", meaning one
level above throw away).

LRM: line repairable module.

SRU: subassembly repair unit.

Culture: a popular buzzword that describes the fact that many
of the pragmatic procedures in a given technology (i.e., ways of
doing that technology business) are so widely used and accepted
as to have become ingrained without any further question into
the contemporary mindset.

Vaporware: in the same context of hardware, software or
firmware; "vaporware" refers to some kind of "ware" that exists
only in the words we use to describe it.

Paradyne: another buzzword used extensively in ID to denote an
exceptionally clear or typical example of how similar things
compare to each other; also, an original pattern or model
representation from which similar copies are made.

Test Verticality: in a given architecture, diagnostic testing
which flows on paths that go up or down the system hierarchy.

Prognostic Maintenance: a maintenance methodology in which
operating components are selectively replaced based on
predictions of their expected failure.
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Adaptive Diagnostics: a methodology of diagnostics in which the
test strategies for generation, control and observability change
and adapt to the test data produced in order to minimize the
total test time and cost.

ID: integrated or integrating diagnostics - a term that
encompasses all the technologies and other related components
which are required to build, field, support and fight a modern
weapon system.

Leveraging: another popular buzzword that refers to an multi-
fold increase in an attribute or parameter of a system because
of a minor change in another: the operational people call it
"force multiplier" wherein our smart weapon systems can be
counted to "virtually outnumber" a numerically, but dumber (i.e.
not equipped with smart weapons), superior force.

Value Added: the incremental increase in the value of a
product as it passes through successful levels of test
indenture: each additional level of testing adds its own costs
of testing to the total value of the unit.

GIMADS: Generic Integrated Maintenance Diagnostics is a multi-
contractor, on-going program which attempts to combine
innovative design-for-test with integrated logistical support.
General Dynamics/Fort Worth is prime.

DFT: Design-for-test.

CND: means a "cannot duplicate" fault condition of a component
which fails in service but does not in manual test.

Digital: an attribute of a circuit or module that describes a
finite set of discrete time and waveform levels (usually binary)
necessary to perform a logic function.

Analog (or Linear): an attribute of a circuit of module that
describes a continuum of time and waveform levels necessary to
perform its circuit function.

IPD : integrated product development.

Distributed Testing: an approach to embedded testing that puts
the testing cells needed for generation, contr.l, observability
as close as possible to cover a maximum number of test nodes.

Levels of Indenture: a popular buzzword to indicate that
something can be subdivided into smaller pieces which themselves
are further divisible, etc.: the indenture context comes from
the indenting we do in technical style writing.

Information Authority: an administrative level in a maintenance
structure that temporarily has the most test information about
a system or product at any given time is the "authority".
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MCM: a multi-chip module is made up of insulating tiers of
passivated substrates which contain the chip devices; the IC
devices in the tiers are interconnected in wiring planes and the
tiers are interconnected vertically at the edges.

Value Roll-Up: see Value Added.

EME: Electromagnetic environment is the collective conditions
of dynamic and static, electric and magnetic fields that
surround and permeate the vicinity of any operating part of any
weapon system when itself is surrounded by external
electromagnetic fields: common sources for these environments
are intended and unintended, friendly and unfriendly emitters of
electromagnetic energy.

Stuck-at-Zero or stuck-at-One: a very common fault in
sequential digital circuitry in which a wire or pin goes to the
correct logic level on command as intended but then remains
there when commanded otherwise.

SUT: system under test.

Walking Pattern: a simple test vector made up of an alternating
sequence of ones and zeros which are shifting into and out of a
boundary scan, shift register: often used in scan testing of the
digital ICs in a sequential machine by making the machine under
test essentially combinational.

In-Circuit Testing: another way of saying embedded diagnostics
in which the each chip on a board is made testably independent
from the other ICs that happen to be present on the same board:
chips not under test are disabled or are set to some known
states (see Degating Logic).

AI8



LU E- "
00z U) w )

~~C/)

00 C -c

LU c
ULU

0< z 0-U

*- 0aL
ZwI CD)~

<zc
_ Z

LU LUcn

CL Z a/) c

w z z ýA1.-



CBS; -

40 0

CD cn

a.0 -0 * -0)o

C/) ) CLaU0c cLJ

LL 0'5c)o0 rn - c

cu -

LLJ ~ ~ A 0 na)



W) 0
>1

Cl)D

co E u
LL 00 EE

w 0 CD ),u

0 0 0 u-J

oc
C: -

0: CZZZ CZo"
oCD)wnEC

coA2Z



wL Cz E -n

C0 E z,

CD) CD
0l E0 LU

RE/. E/

C/D LU 0 cl)
~~(2 0/

L. CC
LLI o 1.z.0-0 c0

CD -0

a- 0 C E

Z WL E -D _0l

0n
0j *- a

0 c m 0 >% )

caN 30a) C L0n

mWU c CD L =

-LJ OE 4C

A22



APPENDIX B

CONTEMPORARY GaAs FET MODELS
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A MESFET Model for Use in the Design of
GaAs Integrated Circuits

WALTE.R R. CURTICE. mwoR Mzu.

Ak --A NISFET e is pinad Met i sen i I mftwematical simulation depends totally on the accuracy
0IMndsh.L =.Pmdm cht s1aa Pa-0m MTI FE ' d of the mathematical model The model must reflect the

S• e f a1 rien a m einJm or fm m exa physical properties of the circuit.
dnaAId dsv arnzesty" 7Wne Is seve to beameoeis t
SWUmNem _o_ -odom aieh we an o m A "U " The difficulty with MESFET devices is that they are

San1 d m p is40= 0 extremely complex internally and simple external models
cannot accurately descrbe their behavior under all condi-

I. bm'oot'cnow. tions. Conversely, a detailed two-dimensional (internal)

T HE PURPOSE of this paper is to present a emn model (11H-41 of the device, although more accurate. is not
ably simple analytical model for the GaAs MESFET suitable for use with circuit simulauon programs.

that is appropriate for use in circuit simulation programs. One approach is to then develop an external charactern-
A number of presently available models will be reviewed zation of the particular MESFET devices used in the
and crieria for accurate modeling will be presented. circuit under study. That is. the model used will not
Several examples of logic circuit simulation will be de. attempt to be complete enough for all ranges of device
scribed. parameters.

The desigp and development of GaAs integrated A number of MESFET models can be found in the
circuits ([Cs) is aided considerably if circuits may be literature. Madjar and Rosenbaum [51 utilize the two-
studied using high-speed computers. Many large computer dimensional model of Yamaguchi and Kodera 13] to pro-
programs are available for studying dc and transient char- duce analytical relationships for dram and gate currents
acteristics of complex combinations of transistors. resis- as a function of drain-source voltage, gate-source volt-
tots. capacitors and inductors. However. the success of the age. and their derivatives. This approach appears useful

for studying the interaction between the device with its
N4a1ntUSC remttVed August 4. 1979: revised February 20. 1980. parasitics and its external circuits. such as in frequency
"T'he author is wth the RCA L.aooratones. Princeton. NJ 08W40. multiplier operation. However. the technique would not

001S.9480/80/0500-0448S00.75 Z1980 IEEE
REPRINTED WITH PERMISSION
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0ft, tors, and a clamping diode between gate and source.
Resistors RA, R2, and A3 represent resistance of the con-
tact regions. The only nonlinear elements are f( V2, V13, r)
and C2(1Vn). The important aspects of the evaluation of
these elements will now be described.

5I41Z5I Cs II. Pwor mms or AN ccuRiATE MESFET MODEL

The properties that an MESFET model must contain>j Ifor accurate transient simulation will now be reviewed.
sou~t +A. Accurate Approxnimaon to the Drain Current Control

Fig. I. arcuit model of a GaA MESFET for un with a cinrii Charagerlstics
amalysa peolna. The drain current relationship to drain-source voltage

be practical in the simulation of circuits with multiple-in- and gate-source voltage is usually known either from
teracting devices. experimental measurements of test devices or from de-

Rauscher and Willing [6] have simulated FET ampli- tailed device calculations. The MESFET model must use
fiefs and oscillators in the time domain with a nonlinear- analytical expressions to approximate this relationship.
circuit-type model that includes elements representing the Often several parameters are required and must be de-

termined by curve fitting techniques. Analytical analysishigh field domain. Values for the linear and nonlinear ofrthe symmetic g tech Sze An rly t s inaelements are determined from S-parameter measurements ofthe symmetrical JFET model (see Sac [13D) results in a
at many bias conditions. The elements wite aements (gate) voltage-controlled drain current source (in the cur-at mny inscondtios. 1he lemntswithessntilly rent saturation region) of the formbias-independent values are considered linear. The model
has not been applied for circuits with multiple FETs. r VS O .+,]N

A simplified analytical model has been formulated by VP-I1 4 (1)
Shur [71. He has used Shockley's equations and the
assumption that current saturation occurs due to the for- where !, is the "pinch off current" as defined by Sze and
mation of a stationary Gunn domain at the drain side of more commonly called saturation current, V is the pinch
the gate when the average electric field under the gate off voltage which is qN^a 2/(2e) for uniform doping. Vs, is
equals the domain sustaining field given as: o,/jgv, is the the built in voltage at the gate (a negative voltage), VGs is
saturation drift velocity, ;& is the low field mobility). The the gate-source voltage, a is the active layer thickness,
MESFET equivalent circuit is similar to the circuit to be and No is the donor value. N is found to vary between 2.0
described here; however, electron transit time effects un- and 2.25, depending upon the charge distribution
der the gate have been omitted. assumed. It will be seen that the square-law assumption is

The JFET model in SIPICE 2 [81 is widely available for quite good for real devices.
circuit simulation studies. However, this model has several A second form of control characteristic assumed by
deficiencies when applied for GaAs MESFETs. As will Fair [141 and others is
be shown, this model is quite in error with regard to drain
current-voltage relationships below current saturation. IS- IP (2Furthermore, electron transit-time effects under the gate (2are omitted.

The most complete analytical model is presented by This equation is also used only in the region of current
Van Tuyl and IUechti (9]. It is similar to the model to be saturation. This form is obtained by assuming that the
described here but is slightly more complicated. Computer depletion thickness is the same as that obtained in an
simulation of a MESFET frequency divider operating at 2 abrupt junction, or
GHz showed excellent agreement with experimental data110). 1/ Vas + V8, 1.2.(3

Pucel et al. [I1I present a small signal model and show V q-N
how to derive the element values. Krumm et al. [121 use a
similar model but include electron transit-time effects as a The current is proportional to the conduction channel
time delay factor associated with the drain current source. width which is "a" less expression (3). By using the
Good agreement is shown for S-parameter data over a definition of pinchoff voltage V., equation (2) can be
broad frequency range (2 to IS GHz). A MESFET circuit derived for the case of uniform doping.
model for transient simulations should not be very df- Equations (i) and (2) may appear to be quite different;
ferent than those models verified for small signal opera- however, in most cases, either one may be used to de-
tion in the frequency domain, scribe experimental devices. This can be seen by the

Fig. I is the proposed large-signal model for the GaAs following illustration. Assume a MESFET exactly follows
MESFET. It consists primarily of a voltage-controlled (2). Fig. 2 is a graph of N as a function of ( Vos +
current source A( V,, V13,i.), three interelectrode capaci- V,,)/ V,. Notice that it is nearly a linear function between
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ordinate values of 0. 1 and 0.9. Fig. 2 shows a straight line
approximation. which has the equation

VGS + v 0, (4)IDs'0.8 !, I I 1.25 YO(4

This straight line approximation results in less than 2 *°

percent (of I,) error in the evaluation of current for
ordinate values between 0.1 and 0.9. Equation (4) is just A4

equation (1) with N-2 and 1. and V, multiplied by
constants. These constants have no physical significance
since !, and V. would be determined from experimental
data for Jr(Vos).

The must serious difference between the straight ine 0.
approximation and (2) occurs near pinchoff, where cur- a -42 -L4 -of -as -#0

rent is quite small. Usually, this introduces little error. V,
Equation (1) can be put in a standard form as f-I~~~am~~~~B(L V)Fi.2yahlea ofv7• a uiia-uon o pie-source voitap Ici/• ,D$ vOS + v7)Y (5) w by

FET demm *ow ia(2)ý
where Vr is the threshold voltage measured from gate to
source Vr- V, + V,,, and I,,/ V,.

Equation (5) is the form used in the general circuit Ao
analysis program SPICE 2. AB and Vr are determined by
plotting Nf/7 versus Vcs. If actual experimental values
of Ios are used, then a current source without source vas
resistance is being described. To develop the model of Fig. 5 /-
I, the raw data must first be processed to remove the _0 '€ -

effects of A, and A3. T~his can easily be accomplished 30 a.
once the values of R, and R3 are determined either by ol -/
measurements 1151 or by calculations. Since the voltage - / , VGs.-,sv
drop across R 3 is typically not negligible, the presence of
A3 usually has a major effect. " -- _

The current saturation in GaAs MESFET-s occurs at .s , SOUC VOLTAGE (VZs
lower voltages than in silicon devices because of the much Fig. 3. nst-fit approxbon w ezpe.nenna MESFET I-V whr.
larger low field mobility. This results in a much stronger actima od (l1 "g the cunwmn sou dwmbed by ()--(solid
current saturation effect. Van Tuyl and Liechti [9J point Uina) and by the NFET model of SPICE 2--(dashed lina). Comuna
out that the hyperbolic tangent function provides a good "0 A 1-R,-3 1Z a-2.3 V-0_8 . Vr-2.63 V. A-0.

analytical expression for current saturation in GaAs. In
addition. one also wants to be able to describe The use of the hyperbolic tangent function greatly
drain-source conductance effects. This is not adequately improves the usefulness of the equation below saturation.
described by adding a shunt resistor across I( V2,3 Vs,3 r) The following analytical function is proposed for descrip-
because current pinchoff is lost. The expression used in tion of the current source in GaAs MESFET's:
SPICE 2 seems to fit experimental devices quite well in
the region of current saturation. However the fit is quite I(V2,3 V13) -8(V,• + V) 2.(l+V,3)tanhaV, 3  (7)
poor below current saturation. The expressions used in where a and X are constants. Notice that there are four
SPICE 2 are derived from the FET model of Shichman parameters to be evaluated in this expression.
and Hodges (151 and are (for V, 3 >0) Equation (7) was used to approximate a se: of measured

0, V23 + Vr<0 drain current-voltage relationships p esented by Van
08 V23+ V +AVTuyl and Liechti [9]. The experimental data can be

.B( Vz + V.) 2(1 + AVV,), matched quite accurately. Fig. 3 shows the characteristics
I( V23 , V13) 0 4 V23 + Vr • V13 (6) calculated from (7). For comparison purpose, the JFET

model of SPICE 2 (6) was also used and these computa-+VT)- V1 31(1+;kV13 ) tions are shown in Fig. 3 as dashed lines. Notice that
0< V13 e VZ, + Vr although the gate control is accurately given by both

models in the region of current saturation, the SPICE 2
where calculations are quite in error below current saturation

V23- V2 - V3 due to the lack of a parameter to adjust the saturation
V13 ' V- V3 point. This is a major deficiency of the SPICE 2 model

and leads to significant error in computations of switching
and 3 and A are constants. characteristics.
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Equation (7) was also used to approximate the experi-
mental data presented by Pucel et a/. 11] for a l-tm VG.o
MESFET with current voltage characteristics quite diffe- 5.-

rent than the previous case. Fig. 4 shows the drain-source ,0 . 3

characteristic calculated from the model with the parame. * a. 0 2 -

ters listed and the experimental points are also indicated. Vo/ 6V
It is seen that this simple model with analytic current X. o0

expression provides a good approximation to the experi- ,_2
mental device's current-voltage characteristic. 3

40

B. Inclusion of Transit-7Ime Effects 20 _4V

During transient operation, a change in gate voltage
does not cause an instantaneous change in drain-source c0  5 25 3 3 4

conduction currenL This results because in order for o -SU, C VOLTAGE IV)

conduction current to change, the electron depletion Mig. 4. a.t'a appomitto to experimental MESFET I-V char.
width under the gate must be changed and this occurs by aetS, (X) at i10 la-,t he curent source desrbod by (7)-(--atd
charge transport at a maximum velocity of I x 10' cm/s. lines).
Thus, it takes of the order of 10 ps for a change in current
after the gate voltage is changed in a 1-pum gate length
MESFET. (Notice that in the physical device, this charge
change is part of the gate capacitance change whereas in _ 0.
the model, we have separated the capacitance and current -
effects.) The most important result of this effect is a time - 0

delay produced between gate-source voltage and drain , ,ANSFER----. o

current. Therefore, the current source (7) . o,

should be altered to be ) ]

0 20 40 60 0o 100120 40 60 180 200

where -r is equal to the transit time under the gate. TIME Ps I

The time delay effect is not easily added to most circuit Fig. 5. Calculated drain curert as a function of time for a I-jLm gate
lesgth MESFET (500-pm wvidth) for a gate-voltage change from -0.5

analysis programs. We have found a technique that ac- to +0. V in 100 pe with delay urne r AS parameter and VDs 3
.O V.

curately approximates the effect but is simple to calculate. Conan-s an sam as in Fig. 3 and C13(0)-0.5 pF, C11-0.03 pF.The current source is assumed to be of the form C 1,-0. pF, V, - 1.0 V. A,- 10 U.

1 ) dl( V)1(V)- .-t (8) erly time shifted by 10 ps. Fig. 5 shows that if r is not

where the derivative is evaluated as included at a1k then an important source of delay in any
MESFET circuit is omitted.

dl(V) [ al(V) 1 dV2( There will also be some transit-time effect produced by

di 8 8V,, . - drain-source voltage changes if there is a corresponding
change in drain-source current. This effect should only be

The second term in expression (8) is a correction term significant for drain-source voltages below current satura-
which may be thought of as the first term of the expansion tion and is not presently accounted for in this model.
of I(t - -) in time. An error is generated when the gate. The proposed model includes transit-time effects in
to-source voltage has a nonzero second derivative. How- driving transistors and in source-follower transistors but
ever, for small values of r, the error is quite small. In not in transistors used for active loads since dV,1/dr-0.
addition, the gate's capacitance helps smooth voltage A MESFET logic circuit would use all three types of
changes& operation (see Van Tuyl and Liechti [9D.

Fig. 5 shows the drain current calculated for a l-m Cc
MESFET device with constant drain-source voltage (3 V) C. Accurate Evaluation of Gate Capacitance
and a gate voltage change from -0.5 V to +0.5 V in 100 The charge depletion region beneath the gate produces
ps. The current delay seen for the case of r -0 is produced gate capacitance between the gate and the source C23 and
by the time involved in charging the gate capacitance. The between the gate and the drain C, 2. Each capacitor may
current delay seen for the case of r - 10 ps is the total be thought of as a Schottky-barrier diode with voltage
delay through the device. Here it is seen that there is some dependent capacitance. For a negative gate-source volt-
compromise at the beginning and end of the output cur- age and small drain-source voltage, each diode is back
rent waveform but the majonty of the waveform is prop- biased about the same amount and the capacitances C12
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and C2 are about equal. However, as the drain-source 7 20

voltage is increased, more depletion exists on the drain , g
side of the gate compared to the source side and C,2  .
becomes smaller than C23. When drain-source voltage is I ,
increased beyond the point of current saturation. C, is 2 V

much more heavily back-biased than C2. and the charge l o

depletion region even extends well out from the gate £-

toward the drain. In the case C12 C2,. These observation 0 a

have been made by study of the results of the two-dimen- t
sional simulation of MESFET's. 2

Since the voltage drop between the source and the 0
conductive region beneath the gate is always small, the 0.5 0 -0.5 -co -5 -7-0 -2s

gate-source capacitance C2 , is usually significant and AP-,UO Vt, VOLTAGE IVI

dominates the input impedance of the MESFET. For Fig. 6. Electronic gate-source capacitance as a function of
gat-sOrcil Voltag V and drain-souce voltp V13 calculated frm

many MESFET devices, this capacitance varies much like the twodinseasma mode fot a I-pm GaAs MESFET wuth donor
a simple Schottky-barnier diode capacitance. This capaci- desity-7 X 0O"/cm3 and epilayer thicknua-O.25 on.

unce can be easily measured as a function of gate bias
with or without drain-source bias. In the model of Fig. 1, 7 Jo
drain-source bias should be used while capacitance is *-,oo
being measured. The voltage V23 must be determined" or. 0 V

from Vs knowing R3. 04

An analytical expression of the form derived for an 02

ideal metal-semiconductor junction (17) is usually able to 0 o .
approximate such data; such as V, V (VI

VC2 (0) (10) Fis. 7. Electronic drain-gate capacitance as a function of
3(V23) -- ) dr-soc Volag VI, caated from the two-diunsional

VI - V3/ V31 fmr a 1-mm Gams MESFET with donor deunty - 7 x 101"/cm3 and
epilayer thicknas-0.25 pm.

where V,, is the built in voltage. However, the denomina-
tor must not be allowed to approach zero as V23 ap- be studied for a given device structure using the two
proaches V,,. The capacitance will increase as the deple- dimensional simulation. Some results are presented in
tion width reduces and as a forward bias condition occurs, Figs. 6 and 7 for a uniformly doped device of a -0.25 /Lm
diffusion capacitance will become important. Approxima- and donor density -7 x 10"/cm3 Field-dependent diffu-
tion of this condition may be important for sion is included and Vgr is taken to be 0.5 V.
enhancement-type MESFETs. The gate-source capacitance is evaluated from the total

The built in voltage Vp, should be evaluated experimen- change flow due to gate displacement current produced
tally from capacitance data. It should be equal to the by a charge in gate-to-source voltage. Gate-drain capaci-
built-in voltage of the Schottky-barrier junction pulse tance is found from gate displacement produced by a
some part of the voltage drop along the conducing chan- change in drain-source voltage.
nel under the gate. Fig. 6 shows that there is little change in the

It is interesting that (10) which is derived from a two- gate-source capacitance as a function of internal
terminal model is a good approximation for the three- drain-source voltage V13 above current saturation. But
terminal MESFET. The reason seems to be that the observe that the voltage drop across R3 may cause a
gate-source capacitance is a very weak function of change in gate-source capacitance as the external

drain-source voltage, once current saturation has oc- drain-source voltage is changed if there is significant
curfed (in MESFETs not exhibiting domain effects). As change in drain current (due to finite drain resistance).
the drain voltage is increased (above the voltage of cur- Fig. 6 also shows good agreement with (10). However,
rent saturation) the voltage in the conducting channel the value of V,,, that must be used is that due to the
beneath the gate changes little and there is an increased Schottky barrier junction plus a contribution of about 0.5
voltage drop across the conducting region between the V apparently due to the voltage drop in the conduction
gate and drain, channel under the gate.

A two-dimensional transient simulation of a typical The calculated values of gate-drain capacitance were
I-jim gate length MESFET was used to study the quite small but increasing with reduction of drain-source
gate-source and gate-drain capacitance due to internal voltage, as shown in Fig. 7. As we shall see in the next
space charge. This analysis is quite similar to that pre- section, the electrostatic capacitance between gate and
sented by Yamaguchi et al. 131 and Wada and Frey [41 drain will usually be much larger than these values. How-
and is an extension of the two-dimensional modeling ever, if calculations or measurements show th.;t C, is an
technique described by Curtice [181. Both C,3 and C2, can important voltage-variable capacitance. then it must be
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included in the model. Willing et al. 1191 present data for interelectrode capacitances and capacitances to ground)
such a case. This effect is not related to the Miller effect, for the metal contact pads (source, gate, and drain) of
which is fully included when simulation is performed with each MESFET type and in their circuit. This computation
loading on the MESFET. is done by theoretical analysis assuming a ground plane

When the active layer thickness and donor value are under the substrate.
large enough. in stationary charge accumulation region A second method is to build scaled-up models of the
can exist beneath the drain edge of the gate and just MESFET circuits and to measure interelectrode capaci-
above the substrate interface. The charge accumulation tance and capacitances to ground. VanTuyl et al. [101
region together with the charge depletion rej.,n adjacent define metal layouts 10 times actual size and on sapphire
to it on the drain side form the stationary high-field substrates. A standard capacitance bridge is used. Excel-
domains reported by Yamaguchi et al., Wada and Frey, lent agreement with theoretically computed values of
and others. For the device studied here, only a small capacitance of simple shapes was found. This technique
amount of charge accumulation is present and only for has enabled them to reduce their propagation delay
the case of near zero gate-source bias voltage. If the through reduction of parasitic capacitances with improved
domain is present over much of the operating range of the layout designs.
device, the interelectrode capacitances may be affected as A dramatic example of the importance of circuit
well as the current control characteristics. The gate-drain parasitics is presented by VanTuyl, Liechti et al. (101,[221.
capacitance is increased due to the smaller depletion They show that for a given circuit layout, the propagation
region and the gate-source capacitance may become a delay of a gate is equal to a constant plus a term inversely
strong function of the drain-source voltage as well as the proportional to transistor width. These two terms become
gate-source voltage. Willing et al. (191 show such a case. equal at a (buffer) transistor width somewhat less than 10
Such domain effects can be important in power Wm. At this point, the parasitics have doubled the inherent
MESFET7s but are usually less important in devices used delay of the gate.
in integrated circuit that are typically of lower donor-
thickness product [201. II. DUAL.-GAT FET MONELiNG

D. F val.!, lion of "Nonelectronic" Drain-Gate and The dual-gate MESFET structure must also be modeledvo aice- Gate Capacitances since it is useful for performing ANoing. Asai ea al. [23]
showed that the dual-gate device behaves similar to two

Experimental drain-gate and source-gate capacitances PETs in series with each device somewhat inhibiting the
depend very little upon the operating biases. They are operation of the other.
determined primarily by the electrostatic coupling be- Fig. 8 shows the equivalent circuit assumed for simula-
tween parallel conductors, quite independent of the inter- tion of the dual-gate device. The two equivalent FET's,
nal space charge distribution. From exact solutions of the designated as FET I and FET 2 in the figure, consists of a
simplified theoretical problem, Pucel et al. I11 have voltage-controlled current source and a voltage-variable
calculated and plotted the drain-gate and source-gate gate capacitance as described in Section 11.
capacitances as functions of electrode separation. Gate The saturation current of the dual-gate device is less
length is a parameter for drain gate capacitance and than that of a single-gate FET. In addition, the g. of the
source (or drain) length is a parameter for source-drain second gate is lower than the g. of the first gate because
capacitance. The geometry is planar and no ground plane the second device (FET 2) has the first device (FET 1) as
is present. The authors state that the source-drain capaci- a source resistance.
tances are in good agreement with experimental measure- To help offset these effects, the second gate section of
ments whereas the drain-gate capacitances are somewhat the device is usually made 25 to 50 percent wider than the
higher than the experimental values. Typical values for first gate. Fig. 9 shows how the calculated saturation
gate-drain and drain-source capacitance are thus current of the device changes with the width ratio. This
0.1 fF/pum and 0.15 fF/wm, respectively, calculation assumes parameters typical of a l-om gate

length MESFET. The width at FET I is 500 p)m. In
!_ Evaluation of Circuit Parasitic$ addition to lower current, the dual-gate FET has a higher

As the MESFET circuit is made smaller, the pad capa- "knee" voltage, i.e., current saturation occurs at a larger
citances and other parasitics become more important. For drain-source voltage.
example, the capacitance-to-ground of the drain contact To observe the transient response of the dual-gate de-
of a driver transistor can cause significant loading. The vice, a logic gate was simulated with two dual-gate FET's
metal line providing signal transmission between logic in parallel as drivers. This is the equivalent of two 2-input
gates of an IC can also introduce capacitive loading NAND gates feeding an on gate. A width ratio of 1.5 was
effects to ground and also capacitive coupling (or mutual used for both FET's and the fanout was assumed to be
capacitance) effects to other signal transmission lines, unity. Table I shows the calculated propagation delays for

There are several methods of estimating the fringe switching with either gate and for an equivalent single
capacitive effects of a particular IC layout. Maupin et al. gate driver. The relationship of the numbers is quite
1211 have computed the complete capacitance matrix (i.e.. similar to the measurements by Van Tuyl et al. [101. This
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TIME-

GATE a( 2 t

PET I
GATE I Fig, 10 MESFET logic gate wintbout the le0VII-AdShat 0rcuaL MESFET

7, is the sawe but on-hl" the width of MESFET T.

Fig. L Equivalents amuit for the dualt-taw MESFEr. V$O

S SINGLE GATE DEVICE 0-.0

a* M..CAL GATE

DEVICE 5 1 5 t b 3
OAAIN-SOJ*CE (W)

A*- Fig. 11. Drain-soumce currnent-voltage relationship for a Gams
MESFET calculated by the two-diinenstionai propamu assuminng gate

X length - 1.0 am. dono value - 3 x 10"6/cn'. Active layer thickness-
0.25 pm. built-rn voltage -0. V.

WIDYW RATIO

Fig. 9. Saturation current of the dual-pgta MESFET as a functios of
the width ratioat the gates. Constants an sawe as in Fig. 3 and Iv.,~ -L

TABLE II-A

CALCULATED PRKOPAGATN DnAVs FOIL NwNO/No GATE

Propagation Delay (pa) a-,
Using Upper Gate: s
Using Lower Gate: 87
Using Single Gate FET: 67

-a -0o too 3a a 00 4 00 =a ow__go _I

is thus good justification for the model. In addition, it isTIElo
clear that there is a significant increase in the propagation Fig. 12. Comparison of samulacon rnsults using R-CAP, SPICE 2 and

teWo innsoaanal)s=sfor the device of Fig. I I with V, -3.5SVdelay for dual-gate devices as compared to single-gate and for SPICE 2: YT- 2
-

5 V. 8-71 IAA/V3, A~-0. V8,,-0.5 V.
FET's. C23(0)-6 fF. C12(0)..l WF, for R-CAP: a-1.S/V. 8-65 uaA/VJ,

V7..2.S V. V51 .0.5 V. C11(O)-6IF. C,1 -0.3 rF, 7-t 1ps. For Both:
IV. ~~~X SwunwEAPR- Rt2- its- CII-(. CL - 6 rF. driver width- 10 I~. load width- 5

The model shown in Fig. I may be used with a circuit
simulation program to study complex integrated circuits. first calculated from the two-dimensional program assumn-
The circuit simulation program used here is R-CAP(24). It ing I-)An gate length, a donor value of 3 x l0"/cm', an
is similar to SPICE 2 in many respects but has the active layer thickness of 0.25 pm, and a built-in voltage of
advantage that a user-defined device model can be in- 0.5 V. The calculated drain-source current-voltage char-
cluded without difficulty. The model for the GaAs acteristics are shown in Fig. 11. The parameters necessary
MESFET was added to R-CAP as a subroutine. for SPICE 2 and R-CAP were than evaluated. Fig. 12

The first circuit example is a MESFET amplifier with shows the results of circuit simulation by the three
nonlinear load and is shown in Fig. 10. This circuit is a methods for a specific input (gate) voltage waveform. The
logic gate without the level-shifting stage. Assuming cer- two-dimensional result is taken to be the most exact. It
tain device parameters, the circuit was simulated using can be seen that the result from SPICE 2 has errors in
R-CAP. SPICE 2 and also by the two-dimensional model- risetime, gain and propagation delay whereas the result
ing program. T~he individual device characteristic were using R-CAP is reasonably accurate. For example. the
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*V. *V. W. v, V, W V. CON'CLUSION

A circuit model for the GaAs MESFET for use with
time-domain circuit simulation programs has been de-
"scnbed. The importance of accurately describing the dram

"L.4 current control characteristics, transit-time effects, gate" - a -"a capacitance, and circuit parasitics has been discussed. The
•v, -, parameters for the model must come from experimental

measurements or from accurate detailed models, such as a
two-dimensional internal model.

To illustrate the use of the model, an IC circuit design
To , was simulated. It was shown possible to produce short

pulses of les than 100 ps in a triggerable manner with an
-VS MESFET circuit. Such a circuit would be useful for

Fig. 13. Circut design for a MESFET -hort.pulse geneirtor. timing purposes.
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GaAs FET Large-Signal Model and its Application
to Circuit Designs

YUSUKE TAJIMA, MEMBER, IEEE, BEVERLY WRONA, AND KATSUHIKO MISHIMA

Abstract-A larpg-signal Ga.s FET model is derived baud oe dc ch--r--:..................----
acteristics of the device. Analytical expressions of modeled nonlinear Le: Rq Ceg R4  L4 2

elements am presented in a form convtniont for circuit deign. Power .T 4 i--
saturation and pin characteristics of a GaAs FET an studied theoeti- 4

cally and experimentally. An oscillator design employing the large- eRC140

1. INTRODUCTION Z'

NFORMATION on the large-signal behavior of GaAs FET's F -ET

is very Limited. Often GaAs FET power amplifiers and osci.. c.Vq

lators are designed using small-signal S parameters, necessitating Fig ..FET equvalent circuit.
either tweaking of the circuits or cut and trys later to improve
the circuit. In power amplifier design, the load pull method
[II is frequently used to obtain the optimum load condition By connecting outside circuits to this nonlinear model. FET
at large-signal operation. However, this cannot predict gain performance can be obtained consistently at any level from
performance of the designed circuit for small- or large-signal small signal to large signal. With this we studied power satura-
levels. tion and variation of the optimum load coiditions, comparing

Willings et aL [21, [31 proposed a large-signal GaAs FET our results with experimental data. An application of the non-
model by measuring bias dependence of small-signal S param- linear model to an FET oscillator design is also demonstrated.

eters and established expressions for an instantaneous equiva- Available output power is mapped on a load impedance chart
lent circuit in terms of terminal voltages. They made it possible which gives a full description of an oscillating PET.
to predict large-signal performance such as power saturation
and distortion at arbitrary input levels. Their use of time- II. LARGE-SIGNAL EQUIVALENT CIRCUIT
domain analysis, however, is not always convenient for circuit Under large-signal operation, element values of the FET
design where frequency-domain elements, such as Ls and Cr, equivalent circuit, shown in Fig. 1, vary with time because
are commonly used. Also their expressions for equivalent at large driving levels they become dependent on terminal
circuit elements are based on S parameters measured at all the voltages. We may consider two of the terminal voltages to
possible bias conditions the RF signal can sweep. This is not be independent and choose the set VS. and Vd3 , Vs, being
easy, especially when RF swing is large; for instance, when it the voltage across the gate capacitance and Vd, across the
swings into large drain voltage region or forward gate bias drain conductance. If we restrict our interest to the signal
condition, frequency and ignore the effects due to higher harmnonic

In this paper, we will first discuss the derivation of RF components, these voltages can be written as
equivalent-circuit elements in terms of signal voltages, based
on static characteristics of an FET, such as dc drain current- V,' = VI'o + ug: cos (Wr + 0) (1)
voltage curves, gate current-voltage curves, etc., all of which Vd, = Vdo + V: cos Wr (2)
are parameters easy to obtain experimentally. Assuming
sinusoidal variation to all the terminal voltages, nonlinear where Vg3o and Vdo are the dc bias voltages, u,, and Ud,

element values are obtained analytically with these curves amplitudes of signal frequency components, and 0 the phase

built in as analytical functions. Thus nonlinear expressions difference between gate and drain voltages. The equivalent

for arbitrary size FET's can be calculated once these curves circuit for the signal frequency can now be expressed as a

are determined by dc measurements. function of the following parameters which are independent
of time: V9o, Vso,, ots, wac,, and 0.

Manuscript received July 21. 1980; revised October 6. 1980. This In order to avoid unnecessarycomplexity of calculations,
work was supported in part by the U.S. Army Electronics Research and we limit the nonlinear behavior to five elements, gate forward
Development Command under Contract DAAK20-79-C-0269. conductance G,1 , gate capacitance Cs, gate charging resis-

Y. Tajima and B. Wrona are with Raytheon Research Division. Wal- tance Ri, transconductance gm, and drain conductance Gd.
tham. MA 02154.

K. Mishima is with Toshiba Corporation. I-Komukai Toshibacho. Here, Grj represents the effect of the forward rectified current
Saiwauku. Kawasaki. Japan. across the gate junction under large-signal operation. No volt-

0018.9383/81/0200.0171S00.75 01981 IEEE
REPRINTED WITH PERMISSION

Bl1



172 IEEE TRANSACTIONS ON ELECTRON DEVICES. VOL. ED-21. NO. 2. FEBRUARY 19S1

age dependence was assumed for parasitic elements, i.e., lead 6100

inductances (L,. Ld, L,), contact resistances (RS, Rd, R,). and
pad capacitances (CS,, Cdt). We also ignored the voltage de-
pendence of dran channel capacitance Cd, and feedback
capacitance Cdr due to their small values.

A. Expressions for g, and Gd".

Transconductance g. and drain conductance Gd are defined ;
as

,M a la d Gd . ids (3) 2

\U')d Vd. )U zis =0 0 -.2

where di, is the RF drain current amplitude. The instantaneous
drain current can be written usingg, and Gd as 0o/. - ,9_ __._,0 ,. a. s. ,. s. 6. ,. a. ,. ,0.

,'d(t) - do +g•,, v, cos (wt + 0) + Gd d, cos ct (4)

where /dso is the dc drain current. In this expression inear DWAMN VOLTAGE (vts)
superposit,,ions two tedrmsis asumed. IFig. 2. ID-VD characteristics calculated from (8) with parameter values
superposition of two terms is assumed. of Table 1, column a.

Now, if we have a function which Lan simulate drain current
Id, as a functi in i • is and Vd,, as

TABLE I
Ids - d( (Vs,. VdJ) (5) EwmENT VALUES OF T11 FET EQUIVALENT CIRCUIT AND

BIAS CONDITIONS
instantaneous current Id,(t) can be obtained by inserting (1) (Values in column a am for the amplifer. in column b for the oscillator)
and (2) into (5). By multiplying sin wt to (4) and integrating - - - b
over a complete period, gm is obtained as -3 - - -

ia(pA) 3 0.15 a(iIlV) 30 30

W/ffr c (211M C~so(pF) 0.3 0.4. Ti(p$) 3 2

V, sin 0 o I •n. (mA) 70 55 Vp 0V) 2 2.0

Similarly, Gd is obtained as V dab) 0.7 1

R&6(0) 3 4 RdPI) 3 4

oadff = R (t(7) It02) 3 3 Ls (nit) 0.02 0.05

Uds sin 0 -- , L(ni) O.15 0.3 Ld(nH) 0.15 0.3

Equations (6) and (7) are now functions of RF amplitudes c0.(Pr) 0.01 0.02 Cde(PF) 0.01 0.02

u.,andvds, as well as bias voltages Vst, and Vd"o. Cdg(pF) 0.015 0.01 Cds(PF) 0.u1 0.02

The equation for Idi was arrived at empirically to simulate a -0.2 -0.2 3 3

the typical dc transistor curves. Any other function that re- b 0.6 0.6 p 0.2 0.z

produced the I-V behavior could have been used. CF(Pr) --- 10 LF(ni) --- L.

Ids(Vd[e, V9,)= Id-l 1'd2,,) --- 0.7 , (-) --- 0.7

IdI I+.L. +- V _( ;)] Js(V) 7 S V 60(V) 1--1 -

k1I Vgi I I Jj 1  VP1di' =L ' +--- - + - exp

= rd. Vd / Vd[ \3 cDrain current versus voltage curves shown in Fig. 2 were ob-
"d2'dpI-XP V j ) -') fj tained from (8) when these parameters were given as in Table

kdl FdS l(column a).

k I-1--{I - exp I-m))k I B. Nonlinear Exrpressions for Cg3, G 1, and Ri

VYP= VP0 + pVd + V0  Although the gate junction is also a function of V., and Vds,

V (8) we assumed here that it can be approximated by a Schottky-
V;' VS• - barrier diode between gate and source, with V9. as the sole

where V.,(>O) is the pinchoff voltage at Vd, -0, Vd,, is the voltage parameter. Gate capacitance C;s and forward gate
drain current saturation voltage, V0 is the built-in potential of current if can be found from Schottky-barrier theory as
the Schottky barrier, 'dsp is the drain current when V.= VO, C
and a, b, m, and p are fitting factors that can be varied from ; C;' 0IVIIg/ (0 , < (9)

device to device, or
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CGs = cc, so/,N/I + VP /v (- V, >. Vs)

it 1= i, (exp aVs, - 1) (10)

where C;.o is the zero bias gate capacitance, is the saturation
current of the Scld .. ky barrier, and a = qlnkT.

When V., varies according to (1), effective gate capacitance
Cg, and gate forward conductance Gr1 for the signal frequency

are obtained from (1), (2), (9), and (10) as

CS I f= (fVZ C;dV cos wt d(wt) (11)

G, 1 = 2 i, exp (av,,o) 11 (aul)u, (1I2)

where 11 (x) is the first-order modified Bessel function.
Gate charging resistance Ri was assumed to vary in such a

way that the charging time constant did not change (41

Ri, Cg, = r• (constant). (3) 1

Ill. AMPLIFIER DESIGN Fig. 3. Saturation power contoun on load admittance chart.

The device under analysis is based on an arbitrarily selected
GaAs FET which had a 0.7-uni gate with 250-ian width. Y.("lI- -M I C I

Nonlinear element parameters and parasitic element values are W-monI 434-4.54i s 1
listed in Table l(column a). S =

Available output power of the device was calculated as a ,6 0 GW
function of input power following the procedure described 1.
below.

By giving a driving RF voltage for Vrg, output voltage Uds ,4

and phase shift 0 are calculated assuming some initial values 12

for nonlinear elements and signal and load admittances, Ys e-

and Y.. Knowing v,,, uds, and 0, nonlinear element values a A

are revised according to (6), (7), (11), (12), and (13). The .:
revised equivalent circuit with new element values determines 4 C
a new value for us and 0, which will again change the non- 2
linear element values. When this process converges, the o
equivalent circuit is obtained for the driving level of u1s.
From terminal voltages, u, and v2 , input and output powers -10 - -6 -4 .2 0 2 4 6 6 10

P, and Pi are calculated using admittances Y$ and YL. P,. (ES•-)

The operating condition is dependent on terminating admit- Fig. 4. Variation of gain with terminating impedance.
tances Ys and YL. Fig. 3 shows calculated saturation output
power contours plotted on the load admittance chart. Source the nonlinear element values as a function of input power.
admittance YS was kept matched to the device input admit- Although Cgs, Ri, g,,,, and Gd change a small amount, the
tance as it varied with input power and YF. The figure shows increase of Gtf is significant in the saturation rn.gion. In other
the maximum power condition and saturation power rolloff words, saturation of output power is caused by rectified cur-
as the load mismatches to the optimum load. Also shown in rent across the gate junction. This limits input power by
the figure are experimental data taken with known admittances increasing loss in the circuit resistances as power increases.
while the input circuit was tuned for best output power. Using the model, output power oerformance of GaAs FET
Considering the difficulty of measuring admittances, the agree- amplifiers can be simulated at arf ary input levels and ter-
ment is very good. minating impedances. The calculations provide predictions

Fig. 4 shows theoretical and experimental power gain per- of both small-signal gain and saturation power necessary to
formance for three different terminations. Although a small circuit designers.
discrepancy in saturation power is found, the general depen-
dence of small-signal gain and saturation power on termination IV. OSCILLATOR DESIGN

admittance is successfully simulated. The discrepancy in satu- Although we discuss here an oscillator circuit using a com-
ration power could be due to gate-drain breakdown, which is mon source FET with a feedback circuit embedded between
not modeled in the calculation. "-e saturation mechanism gate and drain, the calculation method is feasible for any other
of the model can be seen in Fig. 5. which shows variation of circuit topologies of oscillators.

B13



174 IEEE TRANSACTIONS ON ELECTRON DEVICES. VOL. ED-23. NO. 2. FEBRUARY 1961

* C.
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Fig. 5. Variation of nonlinear element values with input power.

C, LIP-qv

1, L9 R-4 Ci4  Rd Ld 4.-1 2 Fig. 7. Calculated os~cillating devica admittance for increasing values of

~ available output power.

C99s R C40
RS *4fence reference

piaop I plans 2 lairC

LSII /

,a- bef, maching,

i.n I.mV, gate 1 ~ l .Idrain
Fig. 6. FET oscillator equivalent circuit. micr'ohipcli

'nit equivalent circuit of an FET in an oscillating circuit is I-= =ý
expressed by the same equivalent Circuit as an amplifier except Fig. 8. FET oscillAtor circuit.

that a feedback circuit, composed of Cr and L F, is now placed
between the gate and drain ports (Fig. 6). Distances between
the actual ports and feedback point~s are expressed by lengths
1, and 12 of transmission lines of impedance Za. The gate port
is terminated by 20 mS(Y 5) for the purpose of stabilizing the
circuit [5, .

Uarge-signal behavior of the device was calculated foWowing .

a procedure similar to that described in the previous section.
Parameters used to model a 400 X I jim gate FET are listed in 4.~>.

Table l(column b) for a bias condition of -0.4-V gate. 5-V.
drain. Variation of oscillating device admittance Ya was
obtained as a function of available output power At which
was calculated from terminal voltage v, and the real part of -. .. ..._

Ye. Loci of Yo, shown in Fig. 7, revealed a complete map .

of the available power and frequency within the unstable 1-x- .

region of the device. This particular circuit has an optimum-
oscillating frequency around 9 GI-l with a maximum output
power of 35 mW and efficiency of 215 percent when load YL
is (6 + 4j) inS. With this knowledge, an oscillator can bev 4 .v

designed at its optimum. Vs.. -04V

This calculation was confirmed by the circuit shown in Yo zomS

F~ig. 8. A GaAs PET was mounted between two microstrip rig. 9. Measured osatlating device adnmalancc.

B1-4



IEEE TRANSACTIONS ON ELECTRON DEVICES. VOL. ED-25. NO. 2. FEBRUARY 1981 105

circuits with a feedback circuit between drain and gate con- by experiment. Because the terminating impedances of the
structed by a lead wire and a microchip capacitor. The gate circuit can be varied, the model is useful for predicting power
port was terminated by 50 a, performance of GaAs FET amplifiers.

Device admittance Y, was measured at the drain port (refer- By applying a feedback element to the nonlinear model of
ence plane 2) and is shown in Fig. 9 which has the same patltem an FET, oscillatory behavior of the FET was studied. A com-
as the calculated results in Fig. 7. With a matching cizcuit plete admittance chart with available power and frequency in
designed to convert the optimum admittance to the 5042 the unstable region of the device was calculated and confirmed
load, the circuit operated as an oscillator. Its output power by experimental data. The chart provided complete data for
and oscillation frequency at the optimum bias condition were designing an oscillator at maximum efficiency.
30 mW and 8.8 GHz, very close to predicted data.
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Single-Gate MESFET Frequency Doublers
ANAND GOPINATH. SENIOR MMBER., IEEE. AND J. BRUCE RANKIN. MEMBER. IEEE

A&t~g -A saiph andytic medi of the FLT frequeon douyler is v,.
ud Io dotmise the relative acihtiom of the vrinos nedineartles to

hormosic 8gneraimm MT doubler comnenirm pian s1 i' latmin with a"
frequency rltve so thoe fnsmdmeMu frqueni y aihl"e pim is also O

luated. Loge-sal" Compuote siasal m am seed to demnenm the *%" "aY of the aaub-ic mu~o &W poWe iurther information an coner- W DRAIN

$ionPi al its frequency dependence. TM amalyli and compater predict- cW
iorn we compired nith aperiminal memaiuemens on a 4- to B.GHz
single--pm FT frequency d--er.

I. INTROmUcrioN

(3 a4s MESFETS operated as frequency multipliers are Vt
attractive because they provide conversion gain over a

broad frequency band and also have some isolation be- sou
tween the input and output ports. In the GaAs monolithic
integrated circuit context, the fabrication of PET multi- Fi- I. .Equvalent circut for the MSC 88001 FET in the grounded
pliers is preferable to the processing of p-n junction varac- source configuration. For the transstor used in the simulations the
tor or Schottky-diode multipliers in the presence of other parameters ae RR, = 0 Q2. R, 26 2. R1:28 12. 4, =I Q.TteC = 0.47 pF, C00o = 0.25 pF. Note that the bias circuit is removedFET circuits Hence. there is considerable interest in FET wen the device is ued with the load ccuit of Fig. 3(b).
harmonic generators at the present time.

Experimental results on both single- and dual-gate PET
frequency multipliers have been published [I]-15J and m ovO
limited results are available from a computer simulation of 0 -
a single-gate FET multiplier (4]. The object of the present o,1'
paper is to determine the relationship between the conver-
sion gain of the single-gate PET frequency doubler and the
fundamental frequency gain of the device and also predict
its frequency limitations. 2

Simple analytic considerations of the single-gate FET 005-i
determine the relative contributions of the various nonlin-
earitie. to harmonic generation. Based on these, the FET
freque, -y doubler conversion gain and its frequency varia- V" iV)
tion is rgaatcd to the device fundamental frequency gain. Fi&,. I,, characteritic for the devce in Fil, I
Computer simulations, initially using a unilateral model
and subsequently a more complex but realistic model.
examine the validity of these results. Experimental mea- FET. The parameter values of the circuit elements in this
surements on a 4-8-GHz doubler using a commercial figure title are those of a commercial medium power C-band
medium power C-band FET (MSC88001) are compared FET (MSC 88001). estimated from small-signal scattenng
with simulation results to determine the accuracy of the parameter measurements. The I, - Vd, characteristics of
large-signal computer model. this device related to this model are given in Fig. 2. Note

II. THEORETICAL CONSIDERATIONS that the curves are an approximation to the measured
characteristics of this device in that the output conductanceThe equivalent circuit in Fig. I is considered as repre- always remains positive. The use of these characteristics

sentative of a common-source medium-power single-gate makes the calculations quasi-static. The parameters for

these curves give a pinchoff voltage V of -6 V, and an I,,
Manuscnpt received September 24. 198h1 revised February _' 19A2. of 180 mA for 0-V gate bias and Vd, of 5 V. The straightThis work was supporned by the U. S. Department of the Army The U. S. line portions of these characteristics are given byGovernment assumes no responsibility for the information presented.
A. Gopinath is with the Department of Electronics. Chelsea Collc-:. ( i/ 2 /University of London. Pulton Place. London SW6. 5PR. Enzland. = Iý -I+ (J. B. Rankin is with MIT Lincoln Laboratory. Lexington-, .'A 02173 u i ) RjoI4 )(

0018-9480 /'82 ,'0600-0869500.75 © 1982 IEEE
REPRINTED WITH PERMISSION
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where I.,, i. the drain-,ource saturation current: V, is the ponent magnitude of V/2 and a second harmonic voltage
drain-source %ohtale. V; is the gate-source terminal volt- magnitude of (2V/3w). Neglecting the transfer characteris-
age: R,,, is the output conductance: and V, is the gate tic nonlinearity, the second harmonic output power level is
pinchoff voltage. The curved sections of the characteristics 7.4 dB below the fundamental component.
are cubics. chosen to become tangential to the above When the device is biased at the pinchoff voltage, the
straight lines along a parabola which passes through the drive voltage causes the FET to be turned on only during
origin and intersects the 0-V bias line at V,, as shown in the positive half-cycles of the drive waveform. The output
Fig. 2. The full expression for these characteristics is given waveform would again take the near half-wave rectified
in the Appendix. The simplified model calculations use (I) form, assuming that the gate voltage did not rise to the
as the V, - 1,, transfer characteristic with Rd. assumed to forward conduction point. Neglecting the nonlinear trans-
be large. fer characteristic, a similar value of second harmonic level

The major nonlinearities in the FET causing harmonic would be obtained. In a practical FET. the transfer char-
generation are: 1) the gate-source and gate-drain nonlin- acteristic is nonlinear, and the transconductance g, falls
ear capacitors C, and Cq,. which represent the gate-junc- off as pinchoff is approached. However. since the average
tion depiction layer capacitance [6]) 2) the drain current /I value of C., becomes lower at the more negative bias. this
nonlinearity, which arises when the current is clipped when fall in g,,, may be offset by the increase in voltage swing

',- swings below pinchoff and/or swings positive to cause across C., causing an increase in gain [5).
the gate diode, represented by R,. to conduct: 3) the
nonlinearity of the Vs- 14, transfer characteristic, which in C. Effect of V., - ldi Transfer Characteristics
the present instance is assumed to be quadratic. as given by and Output Conductance
(I) and (A.1). but in practice is more complex; and 4) the The transfer characteristic in (1) may be simplified to
output conductance nonlinearity. The contributions of each 2

of these are included in the calculations. L'. f( V,, Ro. (2)

Ill. SIMPLIFIED ANALYSIS (,
The calculations in this section omit the gate-drain For the present. f(V,,. R,.) is assumed to be constant. A

branch of the equivalent circuit (see Fig. I). and assume sinusoidal excitation for V, of the form (Vo+V sinot)

that R, = 0. that the load is resistive and that the V - I gives rise to the following terms (assuming no clipping
r -Iloccurs):transfer characteristic is given by (I). unless specified

otherwise. and holds over the whole positive 1dj - [r1
quadrant. Omission of the gate-drain branch is an accept- 1 = 1 + L + 1-21 - L' V,
able approximation since the capacitance Cd becomes V 211' P Vs
small over the relevant range of biasing conditions. _ : V
A. Effect of Gate-Source Capacitor 2V cos2at (3)

The input capacitor C., and series resistance R,. of the 2V;- I
gate-source junction can be analyzed as a lossy varactor The ratio of the second harmonic to fundamental current
diode. The FET gate-source capacitance at 0-V bias is magnitudes at the current generator is given by
C,") = 0.47 pF. and the series res'stance R, = 26 Q. and
therefore the zero bias cutoff freq.. c cr of the diode is
about 13 GHz. The second harmonic voltage generated "j V1  (4)
across the capacitor from voltage-driven elastance calcula- I!f I
tions [7]. [8] is approximately 12-30 percent of tle 1,inda- 4V, I- LO

mental, depending on the value of breakdown v.Atge

chosen. In the absence of other nonlinearities. this result For V, = -6 V. the gate biased at midpoint. so that
suggests that the second harmonic level due to the nonlin- Vo = - 3 V and V, = 3 V. this ratio becomes I /4. There-
earity is of the order of -18 to - I1 dB relative to the fore. the second harmonic level due to this nonlinearity is
fundamental, approximately 12 dB below the fundamental.

B. Effect of /,, Clipping Nonlineari" Inclusion of the output conductance nonlinearity is ef-
fected by allowing the term f(V ,,I R,) in (2) to vary.When the FET is biased close to 0 V. just below the Suppose the load circvut comprises a resistance. R, in

forward conduction point of the gate-source junction. the shunt wit-. i RF choke, led from a drain supply of voltage
voltage waveform across the gate-source capacitor is ,',, giving rise to an average current of 1,, (see Fig. 3(b)).
clipped due to junction conduction. The wave,. U Then
the half-wave rectified form. assuming that the negative
maximum does not reach pinchoff. and is transferred to i, V,, = VJ" - ( i - l O ) R . (5)
through the transfer characteristic. Fourier analy.sis of the Assuming a sinusoidal excitation for V,, for the form
half-wave rectified form gives a fundamental voltage com- (1,, -, V, sin5 o). as above, and substituting in (1) and (5)
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"" - doubler. The modeling predicts FET doubler performance
and also determines the validity of the simple analytic

,, W CWmc results in Section 111.
The large-signal model in the present simulation uses the

FET equivalent circuit shown in Fig. I. and input and load
circuits as in Fig. 3. The transfer characteristics for the

tap tbi particular load circuit trajectory are determined from the
, - V,,, characteristics in Fig. 2 for known values of V;,

- C... -s•-wcs Ci1CJiu, and V',,. The circuit model together with its characteristics
are analyzed in the time domain by integration of ap-

e, 1%_ _ propriate differential equations.
'tun- The equivalent circuit model represents the gate deple-

Ii ( tion-layer as two nonlinear capacitors each shunted by
load circui (c) Tuneadouu circuit. Scrc. c.ircui t, resonant at 2 f and nonlinear resistors. The variation of the gate-source capa-
C., and I., arc parallel rceonant at 2 f for doubler operation. Note the citor with voltage is given by
nc %% drain hias% circuli ith r esis mii e load in ibi.

give (7)=C.0ý
gi where C,,o is the gate-source capacitance at O-V gate bias:

V+V,sinwt +) V, is the voltage across the capacitor; and V, is the built-in
V° Rd. + 'dis gate-source junction voltage. The nonlinear resistor R,

= (6) represents the gate-source junction. and the conduction
+ V( - V, sinw, R, current through it is given by

v /,, = 1,,0 (exp aV,- l) (8)
Simplifying this for a wide range of parameters is dif- where I... is the leakage current through the junction

ficult. For R, - R,,. the results of (4) are approximately a = q/nXT. where n is the ideality factor of the junction.
valid, but for other values of R, the level of the second equal to unity in these calculations.
harmonic component relative to the fundamental has to be Similarly, Co and Rdi represent the gate-drain junction
estimated numerically. and their values are determined from equations similar to

When the bias point approaches pinchoff or gate for- (7) and (8). with the gate-drain voltage V,, as the indepen-
ward conduction, the waveform in the above expression (6) dent variable. The output conductance at the current gen-
for V, sin ta has to be modified to include the clipping erator is included in the characteristics in Fig. 2 and (A. 1)
effect. The simplification of the expression derived from (6) and therefore is not specified in the output circuit. The bias
also becomes difficult, and therefore the analysis is com- circuit is omitted from Fig. I when the resistive load circuit
puted as described in Section IV. in Fig. 3(b) is used. Package and device parasitics have

D. Results of Analysis been omitted, with the exception of Cd in Fig. 3(c). because
they increase the complexity of the simulation and do notBased on the above discussions, the FET doubler has a contribute to the physical mechanisms of harmonic genera-

peak in conversion gain (or minimum conversion loss) with tion.
the gate biased close to 0 V or pinchoff. and this would be Time-derivative differential equations for currents and
about 6 to 8 dB below the corresponding fundamental voltages are set up for the appropriate model including the
frequency gain. At gate bias midway between these ex- input and load circuits. and integrated using the Gear (9J
tremes. the conversion gain is expected to drop a further routine. The current generator !di is determined from the
4-6 dB relative to the fundamental gain. These figures will values of V,, and V,, in (A.1). Note that V,, includes the
be modified somewhat at high drive levels, voltage across Cq, and R,. since the characteristics in Fig. 2

In the absence of transit time effects, the fundamental are derived from the static characteristics which retain this
frequency gain of the device falls at 6-dB octave, and the drop. Omission of the R, drop from V, only changes the
second harmonic gain, which is about 6-8 dB less than the results by a few percent.
fundamental gain. also falls at the same rate. This suggests The gate transit time i' varies with V., but for simplicity
that second harmonic conversion becomes lossy as the may be approximated by a constant value which is the gate
doubler output frequency approaches the device small-sig- length divided by the saturated velocity ( - 10' cm/sI. In
nal unity-gain frequency fr. the time domain its effect is accounted for by averaging the

value of V,, over the past time period -r when estimating
IV. COMPUTER LARGE SIGNAL MODELING the drain current I,,. However. for the present simulations.

The nonlinear behavior of the FET cannot be easilv the transit time effect was omitted as it was thought that
characterized, as seen above, and therefore computer mod'- the computational time would increase considerably. The
Cling is the only means of completely analyzing the FET transit time effect becomes important as input and output
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frequencies approach/, = I / 1; however. the frequency f, is
much higher than those considered here.

The simulations use two models, a simple unilateral FET
with a resistive load model, in which the various nonlinear-

& ~UNIAMIENTAL
ities arc introduced in sequence. and the complete model.
which uses a tuned load circuit. Input current and voltage u

waveforms and similar output waveforms across the load "
resistor are Fourier analyzed to estimate the dc. fundamen- 0
tal. and harmonic components.

-to

A. Unilateral Model

This model omits the gate-drain branch, which makes - ,1
the device unilateral, and also omits the source resistance 4 -6 -a -s .1 - 0

R,. It is assumed that the input circuit (as in Fig. 3(a)) v"
comprises the RF source, the gate-bias source, the genera- ()
tor resistance which matches the gate resistance, and a
series inductor which matches the gate-source capacitor.
The load circuit, as in Fig. 3(b), is a resistive load shunted
by a large inductor (which is a short circuit at dc and an
open circut at RF), and the drain bias is connected a

through this circuit.
Simulations were performed in four cases, with increas- 0-..FUNAMENTAL

ing numbers of nonlinearities. Each case assumes that 14, .. "
clipping occurs and also that C., is constant, determined
by the dc gate bias as per (7). with a perfect diode across it, - /
except in case (iv). These simulations are: (i) with V'.,-i, -- 1d,

linear characteristics: (ii) with the V,- 1, quadratic form -so
as in 2(b), with f(Vd,,,R,o) set to unity; (iii) with the .

characteristics including the output conductance variation V1,
as in (A.1); and (iv) with Ct. varying as per (7), with FBdgate-source junction current given by (8), characteristics a• Fi;. 4. Simulauon results (or a 4- toS8-GHz FET doubler as a unulalernt

device with (a) 6.8-dBm input and (b) 16.4-dBm input power. Vj, 5
in (iii). V. (i)- linear V, - I4,. (u)-- -quadratic V, - f,, :(ii --...

The parameters used in these computations are sum- - /,,- V,, charactensucs. (,•) ----C, vanes vnth instantaneous gate

marized in Table 1. Fig. 4(a) and (b) show typical results of voltage.

the variation of doubler gain against V, for an input
frequency of 4 GHz with this model. Fig. 4(a) illustrates butions from the transfer nonlinearity and the Ci, nonlin-
doubler behavior at a low input power (6.8 dBm). All earity. The peak of the doubler gain. however, is about 10
curves here show that the conversion gain peaks near 0-V dB below the corresponding fundamental frequency gain
gate bias and near pinchoff as predicted in Section Il1. The close to 0-V bias and pinchoff. and the minimum in case
midpoint bias minimum doubler gain position is present in (iv) is almost 22 dB below the corresponding fundamental
all curves, but their position varies with the nonlinearities frequency gain.
included. The minimum is about 15 dB below the doubler The results in Fig. 4(b) are at the higher input drive of
gain peak in case (iv) above and even lower in the other 16.4 dBm at 4 GHz.. and the patterns show considerable
cases. The linear characteristic case (i) shows a second differences from Fig. 4(a). The linear characteristic case (i)
minimum as a consequence of the increase in C,, with bias shows large doubler conversion loss when biased near
reducing the effect of I4, clipping. pinchoff, beca&e the small value of C., causes the drain

The overall doubler gain curve shape changes from the current waveform to become near square wave in form as a
linear characteristic case (i). when the quadratic character- result of clipping due to both pinchoff and gate conduc-
istics in (id) are used. There is little change in the results tion. As the gate bias is incieased towards 0 V, the wave-
when the output conductance variation is also included in form becomes asymmetric leading to an increase the sec-
(iii). Inclusion of the C,, variation with V.,, and the ond harmonic content. The curve shapes with the quadratic
gate-source junction current. in (iv) changes the curve characteristics in (ii) and output conductance in (iii) are
shape by reducing the negative value at the minimum and similar, except that the quadratic nonlinearity increases the
by moving its position towards pinchoff. The variation of second harmonic near pinchoff. The minimum gain in
C,, with Pý, also increases the peak gain by I or 2 dB. these cases is higher than the linear characteristics case (0).
confirming that the contribution of this nonlinearity is The effect of output conductance nonlinearity is again seen
small. Thus. the 4, clipping nonlinearity is the major to be small.
contributor to harmonic generation, with additional contri- When the C., variation with drive is included, the peak
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TABLE I
THE PA&AMETEAS USED IN THE FouR CASES OF THE

UNILAtEILAL MIODEL SIMULATION: V,,o is THE DC BIAS OF THE

GATE,

CA,, Me. I d l Iela oi m lWp C Var.tat ook G.a•-SoutCo JU ¢CCOUo

v -1/2

(0) cotant X Vs, C (1 0

V 2 V - 1/2

fi)ds V9 Sao Lt

VJ V - 112
Ilt dos (I - (I jy-- C (1 - __0

a do des $30

&ad associated cubic*
an to Eq. (A.D.

( I V V2-V 1/( /-
(tv) Ido(I v (1 c g (a I )

a do Is des so*

and associaled cu•ica

as is E4. (A.1)

value of doubler gain near 0-V bias increases by about 2 parasitic and part of the gate depletion layer capacitance.
dB. increasing to this value monotonically from minimum with the latter becoming small because of the drain bias.
gain at pinchoff. In this case, the increased drive causes the The variation of this part of the depletion layer capacitance
waveform to become near square wave at biases near would logically seem to follow jhe form in (9) above, with
pinchoff. with increasing asymmetry as bias is moved the inclusion of a factor to account for the geometric effect.
towards 0 V. This appears to be the cause of the doubler However, the value of C,,0 for the present case was taken
gain curve shape seen in this Fig. 4(b) for case (iv). to be lower than the value of C,1 0 without any geometric

Note that with large drive, the highest doubler gain factor, and the parasitic capacitance was not included. The
occurs near 0V bias and is about 6 dB below the corre- value chosen for C,, 0 for these particular simulations is
sponding fundamental frequency gain, as predicted earlier, about half C1,0, since this allows the Cgd variation to

approach that predicted by Willing et al. 161. The variation
B. Full Model Simulation of the CE, with voltage also contributes to the device

This simulation uses the full equivalent circuit in Fig. I, nonlinearity, but in general this is not a significant factor
including the gate-drain series resistance and capacitor in harmonic generation because of the large negative bias
with its shunt diode, and the source series resistance R,. across it. and large value of associated series resistor.
The model is more representative of practical FETs. it Some results of the computation for a 4- to 8-GHz
allows negative excursions of the drain voltage by postulat- doubler, are given in Fig. 5. which is a plot of doubler
ing similar characteristics as in Fig. 2 in the negative Id, conversion gain against gate-bias voltage for two different
and V,,, third quadrant with Vd as the controlling voltage, values of input power. Results at lower input powers have
Breakdown at the junctions has not been included in the been omitted for clarity, since these follow similar trends.
model and therefore predictions of device power handling Included in this figure are the experimental results for a 4-
capability are optimistic. to 8-GHz doubler, which are discussed below. Note the

Selection of the value of C,, is difficult. The results of good agreement between the simulation and experiment.
Willing. Rauscher. and deSantis [61 suggest that Cd, does Fig. 6 shows both fundamental gain and doubler conver-
not fall according to the conventional abrupt junction sion gain as a function of RF input power. for different
variation with voltage given by input frequencies at O-V gate bias. The fundamental gain

- falls at 6 dB/octave at low input power, and the doubler
C,.,-C,.'0 !- -•) (9) gain also falls in a similar fashion, but is input-power, 1dependent. Note that doubler conversion gain is negative

Other authors 110) suggest that C,, is purely parasitic and at input frequencies above 4 GHz.
that an. vanation with voltage V,, can be neglected. It The full simulation has been performed with a specific
would seem that this capacitor is a combination of the circuit topology and circuit parameters. The results show
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1M f drain ports to become series resonant at around 6 GHz.
-- EX-PEIMENT Thus. comparisons of the experimental results with theory

are at best approximate. The experimental results are also
taken with the circuit retuned for every input power level

- - and gate bias change. and this is in contrait to simulation
5 results which have fixed input and output circuits for any

P. particular frequency. Results of experiments with fixed
x/ circuits show similar behavior to and good agreement with

1the simulation results of Fig. 5. At maximum doubler gain.
I the power-added efficiency was 8.2 percent.

Experimental results at higher frequencies show large
-. conversion loss similar to those in Fig. 6. and have there.

fore not been included.

GATE 9aASN(v,) CONCLUSIONS

Fig. 5. Simulation results for a 4- to 8-GHz FET doubler using the full A simple analytic model has been used to estimate the
equivalent circuit model for input powers of 14.8 dBm and 17 dBm.
Expeimental results on the MSC 88001 device for an input power of contribution of the FET nonlinearities to doubler operaf
16.2 dBm is also shown for V,, 5 V. V, = 0 V. tion. The magnitude of doubler conversion gain and its

frequency variation relative to the FET fundamental
frequency gain are also estimated. Large signal computer

, simulations determine the limitations of the analytic model.
4G4, -FUNDAMENTAL and also provide a wider range of results. Experimental
G141 --- OUBLER measurements on a 4- to 8-GHz doubler using a commer-

8GH ",cial FET show good agreement with'theoretical predictions
and simulation results.

._ .This paper has shown that the largest contributor to the
-s /• -__FET frequency doubler operation is the Id, clipping effect.

Z -This suggests that the device is principally a resistive
/- ,J// ". doubler and therefore harmonic conversion gain is ex-

" 4 " - pected to fall as (I/n)'. where n is harmonic number.

"" e - APPENDIX
/6n sSGM S ~The characteristics of the FET in Fig. 2 are given by

-2 .11 GHx

0,.0 Sm ,0 Id, = | -+ I L R. for V,, > V.
0~~V 0 0 5 1VRd.

Fig. 6. Simulation results showing fundamental and doubler gain for the
FET doubler using the full equivalent circuit for input frequencies of 4. (l ) L d,+ V ( _V~1 j
6. and 8 GHz. as a function of input power, for V., = 5 V and Vi, = 0 1 - ý d, + -- ssl "

fo V,. R .V 1, 1. (A)

some variation in detail from the analytic results of Section for 1', < V12n. (A. I

III and the resistive load unilateral results in Fig. 4. but are V,,, lies on the parabola passing through the origin, and
in good overall agreement. the point (V,,. /,,), where

1d, 144dS + Ldi (A.2)V. E.XPERL'4NTAL RESULTS R d.

Experiments were performed on a commercial C-band. It follows that
medium power packaged FET (MSC 88001). not specifi- 2Rol,,
cally designed for doubler operation, in a 4- to 8-GHz V. = VO- 14- 1+ (A.3)
doubler circuit. The device is mounted in a microstrip jig oV0
between two triple slug tuners and adjacent bias-Ts. Cou- where
pIers with power meters measure the input incident. re-
flected. and output powers. Input low-pass and output l V . I
high-pass filters were also included in the test circuit. The I- VP
output frequencies were monitored by means of a spectrum o=2( i.,, R + V,,) (A.4)
analyzer which also provided an approximate measure of
the output power. In the practical FET V, 1Q I V , 21. From small signal

The package parasitics in this device cause the gate and S-parameter measurements R,, at IV, = 0 V is determined.
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Computer Calculation of Large-Signal
GaAs FET Amplifier Characteristics

ANDRZEJ MATERKA AND TOMASZ KACPRZAK

A&~ e-A spim and .Ifldcew .ubhd d GaAs /rr ampkfleir must- Some efforts have been made to simulate the large-signal
usi WasUond. roe FEr is represented by to diatmt~yp riadimar~ GaAs M[ESFEr performance based on the numeical solu-

dynsamic dtnkh""aw'" ib" da"W"m ma" n owaefaa dse tio of te siodm onal nonlinear differential equa-
incudng at-drinvaW bakm% n dainllesdai potodar far

eaeinof the madid paritsers i dann*.d in datail and exnpa a" nons describing the electron transport in the channel. The
gee..m aMw iau=a. *I cm spimw pa,,, 10 s ml.wwh numeical reults [11 are very helpful to understand device

-9R Is uforamd using the pi , Is. ummae bsace ana dmbque. As operation. but long computational time makes this ap-
this todmiqu is Iahs du-e n in its original fores. th ovda"- proach impractical in circuit analysis and design programs.
don rosidne used to asolv the netwrm eqsdn wa ape by t~ Recently, Media, and Rosenbaum [2 1. 31 and Shur and
Ne~weo phaf~tsmm sigortthu, Q~atswm cawamia Wfth the use of the smn(1delodaprxataayiclhoeso

oPms4l meibad arn tuiwt a s aken famfre micro- Fs n[)dvlpdapoiaeaayia hoist

we smpllft using a 2SKM7 Ga.s FF1 unit Good agrueemet at 9. model the active region unde the gate of the microwave
Ghover wide ranges of bins voting. a" input powe 1.5mb wve obseredn. GaAs FEr. Although one of these theoies has been ap-

L brrRoDucrox plied to rho analysis of a practical microwave FEr oscilla-
tor [31. both of than ame of limited use in circuit design

T HE GaAs PET is receiving continuously growing at- practice because they utilize the PET physical parameters
temtion from circuit designers both in low-noise and which are scarcely available to the circuit designers.

high-power applications. Particularly, the power PET is an Willing. Rausche, anid do Santis (5] characterized an actual
attractive device for use in microwave amplifiers and oscil- device with a quasi-static approach by measuring small-sig-
lators with its efficiency and power performance compara- nal scattering parameters at a number of operating points
ble or even superior to the other commercial solid-state or to formulate an equivalent circuit, some of whose elements
TWT sources. On the other band, the power PEr has are bias-dependent. Thecy use polynomial forms to ap-
received much less attenton from researchers than its proximate these dependences and a time-domain analysis
low-noise counterpart and, still, there is a need for data on program to calculate the large-signal device characteristics-
device RF characterization at large-signal drive levels. The results obtained compare favorably with the experi-

Manuscript received November 10. 1983: revised September 17. 1984. mentally determined characteristics, but the complexity of
The authors an, with the Tedxnit:4 Univeuuv of Loi. In.tsutt of the equivalent circuit makes the identification technique of

Mectwomcs. Gdansk&a Street 176. 90.924 IL~d Poiand. the model parameters rather laborious. Later. Rauscher [61

001 S.9480/85/0002-Ol 29S01 .00 (01985 IEEE
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proposed an FET macromodel with a "lumped" nonlinear- 0_ t,
ity. making it possible to analytically determine the opti- L., L, , 7 r L...

mum large-signal operating conditions of the FET in an G c" D

oscillator circuit. A drawback of this approach is that the L C.

calculated optimum corresponds to a given combination of
bias voltages. To achieve the circuit optimization over the C.,

entire range of the gate and drain voltages, one should
perform a large number of measurements at elevated drive
levels.

An alternative approach to the large-signal characteri-
zation of the microwave GaAs FET was used in the work s
of Tajima et al. (7]. They postulate that the large-signal FWg 1. FET• tae-S1aJeqwvaU1icU1-9L

device properties are governed primarily by the transistor
dc characteristics-an assumption which has been verified appropriately formulated network equations [14] are used
at least up to 10 GHz. The Tajima model does not repre- in the present work.
sent, however, the voltage-breakdown phenomenon (81 in
the gate-drain region which is believed to have an impact II. LARGE-SIGNAL DYNAMIC GAAS MESFET
on the FET gain saturation characteristics [9]. In order to MoDEL
take full advantage of the power capabilities of GaAs It was assumed, based on experimental study of arbi-
MESFETs, the breakdown effect is taken into account in trarily selected transistors, that the main nonlinear ele-
the circuit-type large-signal dynamic model proposed in ments of the model (see Fig. 1) are as follows 1151:
this paper. 1) the equivalent gate-to-source capacitance C

The general problem of the microwave FET amplifier Ccu.
analysis is to derive a systematic procedure for defining the 2) the diode D1, which represents the current in the

optium nputpowr, bas ondtion, ad temin. i gate-to-channel junction.optimum input power, bias conditions, and terminating 3) the drain current source i, controlled by voltage vari-
impedances that correspond to the maximum efficiency or ables v and vd,
output power at a given frequency. This can be facilitated 4) the diode D,, which represents the effect of the
greatly with the use of a computer and an appropriate gate-drain breakdown. The diode parameters are not

large-signal analysis program. The computational task is to chosen to describe physical phenomena but to provide

find a periodic steady-state response of a nonlinear net- the best average fit to the experimental breakdown

work (i.e., the FET and its embedding circuit) to a single- characteristics. The remaining parameters of this model

input harmonic signal. The general-purpose time-domain

analysis programs are not suitable for this aim because are linear with their usual physical interpretation [16).

they are very time-consuming when applied to microwave The nonlinear gate-to-source capacitance is given by
circuits which typically consist of linear elements with a -C -o S
relatively small number of nonlinear ones. Additional CBS C 1 for v.<0.8V, (1)
difficulty arises from the fact that the time-delay effects as, he )
e.g., the time difference between the changes in gate volt- and for v. > 0.8 V,, the plot of C,,(v,) is approximated by
age and the relevant changes in the drain-source conduc- a straight line with the slope equal to derivative dC,,/dv,
tion current in the MESFET device, cannot be easily obtained from (1) at v. -0.8 Vb,. The parameters that
simulated with most time-domain analysis programs [101. appear in (1) are Cg,, the gate-to-source capacitance for
Another analysis method, of the simple iteration type. was vu - 0, and Vb,, the built-in potential of gate function.
applied by Tajima et al. [71 to the FET amplifier and The current of the diode Df is given by
oscillator design but sometimes it fails to converge. espe- i, [exp(ad - 1 (2)
cially at high-input levels [11]. It follows then that the most
efficient methods of proven value in the steady-state large. with the model parameters I, and a,.
signal analysis of nonlinear circuits are the so-called piece- The voltage-controlled current source i, is described by
wise harmonic balance techniques (121. The network the formulas [171
analyzed by these methods is decomposed into a minimum [
number of linear and nonlinear subnetworks and only 1-

frequency domain solutions of the linear subnetworks are

required. In the original work of Nakhla and VIach f12), an V -

optimization procedure was used to solve the networks p . + YVd (4)

equations, however, it appears to be time-consuming and where ii' VPo, a, and y are the model parameters. In
exhibits convergence problems at the high number of varia- order to take into account the time delay between dram
bles in the optimization process [13]. Taking the above current and gate voltage, the instantaneous current ,aW) is
considerations into account, the harmonic balance tech- calculated from (3) with v- v,((t- -) and v,' = v,(i). where
nique together with the Newton-Raphson method and 1 is the model parameter.
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The gate-dram breakdown effect is modeled by means L,, L, R, CIO R, L,. LD
of the diode D,. The validity of such an approach was GD

deduced from results of the two-dimensional computer *I
simulation (18 1 and from dc breakdown characteristics C I
measured for the transistors of various types, e.g., 2N6680 , S,
and 2SK273. The current in the diode D, is given by =C"

I, - 1, eXP (aU,, Vd,) -11 (5) R

where I,, and a,, are the model parameters. It should be
emphasized that the diode D, does not represent any s___
forward-biased p-n or Schottky-barrier junction connected Fig. 2. FEY smaU-signl equvaient cu.wt.
between the gate and drain terminals. Instead, the current
in the diode D, approximates the breakdown current. For
this reason, the parameters 1,, and a,, in (5) are quite It was found from measurements that for gate-source
different in their values from the corresponding parameters voltage range V < (the channel is pinched off regard-
1, and a, in (2). As a consequence, for small and moderate less of drain-source voltage) the gate-drain breakdown

gate-drain voltages (e.g., up to 5 V for low-power FETs) current increases exponentially with increasing drain bias.

and negative gate-source voltages, the gate current as and the breakdown characteristic does not depend on the

calculated from (5) is negligibly small. However, it in- voltage V.s. Plotting Ini, versus gate-drain voltage VD6 ,

creases considerably at larger gate-drain voltages, one can obtain the parameters a,, and I,,.
The parameters Id,, V.,., a, and y are computer opti-

IIl. DETERMNAXON OF THE MODEL PARAMETERS mized to fit the dc I1, - V,,$ characteristics calculated from

The model is characterized by a set of 24 parameters. (3) and (4) to the measured ones in the triode and pentode

Some of them are calculated from simple dc measurements, regions, from zero up to breadown voltage. Knowing the
while others are fitted to dc and ac chtacteristics, values of R, and Rd, the internal voltages v. and vd can

The parasitic source and drain resistances R, and Rd be calculated for each pair of external voltages VGs and

can be determined by dc current and voltage measure- VDs by means of the Newton-Raphson method-it needs

ments. R, is found by passing a forward current 1G into about 3-4 iterations for a given accuracy of 1 1W. 11e

the gate-source junction and measuring the resulting volt- maximum error of this global fitting did not exceed a few

age at the floating drain with respect to the source [19] percent
The remaining parameters of the FET model are

R, VDs (6) determined using the small-sfgnal equivalent circuit of the
' () device shown in Fig. 2. The linear current source is

where AVDs and AI, are the incremental values of drain- described by the admittance
source voltage and gate current, respectively. As the resis- y. - g,.exp( - 'J) (9)
tance R, depends slightly on the gate current IJ, the where g., is the transconductance at low frequencies. At
average value obtained over a wide range of current can be the given quiescent operating point, the values of the
used. Similarly, resistance Rd is found by forward biasing transcondt~ctance g., and the output conductance g9 are
the gate-drain junction and measuring the voltage at the calculated as the drain current derivatives with respect to
floating source. the gate-source voltage and drain-source voltage. respec-

The gate resistance R can be estimated from the mea- tively, with the drain cunrent described by (3). Next, using
sured I-V characteristic of the gate-source real Schottky these values of g, and gd together with the previously
diode obtained values of R,, Rd, and R., the remaining model

I Iparameters can be obtained by means of the computer
VGS I-GR + I T (7) fitting of the calculated S-parameters to the measured data

a, 1 in a prescribed frequency range [201.

where R is the series diode resistance and ,, a, are the The set of MESFET model parameters determined for a
parameters of (2). When IGR -c a7 ;in(1 0/j) i.e., for low Mitsubishi 2SK273 unit (maximum total power dissipation
forward current I1, the Vas can be approximated by a at 25oC ambient, Pr - 300 mW) using the identification
second term on the right side of (7). The parameters I, and procedure as described above is given in Table I. The
a, can then be obtained from the linear portion of the plot S-parameters were measured in the frequency range of
In 1. versus Vcs. Substituting the values of I, and a, into 2-10 GHz at the bias voltages of V., - -0.75 V and
(7). one can find the value of R from the IJ - VPs plot at V0 s - 4 V, which correspond nearly to the maximum
high gate currents. Next, the gate-metalization resistance power-added efficiency. The value of built-in voltage Vb,
R. is estimated as in [191 was assumed equal to 0.8 V. Fig. 3(a) shows the measured

dc ID - VDs output characteristics of the FET used for
R - R, extraction of the model parameters 1I,, V,., a. and y,

3(8) while in Fig. 3(b) are shown the calculated characteristics
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TABLE I 2.
MODEL PARAMETERS FORn A 2SK273 MESFET Dmvcz

R4toha1 4.5 14 ,6 (.AJ 75.0 Le ,nH 0.1

4 4.5 V p IV) -1.78 La ) 0.2 INPUT z 1z, OUTPUT

11(S l45 C 3.3 SEH 0.TURruti

li04 10.0 3 [-" -0.11 •'[pal 5.0 (a)

(.[V' a23.0 cgo[PJ 0.64 cp[PP] 0.26 ., V-

IXfn.A4 1.05 VbL IV) 0.80 Cpfa 5 0.20 L L

%,,IV-'] 1.28 cdg r 26.0 Lg 1 Inl) 0.67• R1 C Rd ,

Z.,[nA2 6.50 Cda [,,1 0.10 ~~tl]0.61 r --- R4

04 Z-- -:z-"uV•T,,•
R R, r i

40 -osv A"

(a) C

20,A

0 V. ZI. L

(c)

60 -05 V Fig. 4, (a) Sitplified block diagram of an FET amplifier. (b) La4e-sig-

nal equivalent crcuit of the amp~fiet. (c) Equivalent tranaisor
(b) -0 0 V terminating circuits.

-0 given P,. To simulate this with the digital computer. the
MESFET model proposed in this paper was used. After

0[ combining these linear and lossless elements of the model
0 5 10 V that represent gate and drain parasitics with the imped-

Fig. 3. (a) Measured (0 00) aid calculated (-) dc characteristics anices ZG and Z. seen at the transistor terminals (see Fig.
of a 2SK273 unit. (b) Calculated characteristics of the internal tran- 4(a)) one obtains a simplified equivalent circuit of the
sistor, including breakdown effects. amplifier as shown in Fig. 4(b). Dummy elements L and C

in Fig. 4(b) represent, respectively, an open and short

of the internal transistor including the voltage-breakdown circuit at the signal frequency. V0s and Vs are the bias

effect. voltages. Zc and ZLL are, respectively, the equivalent
input and output terminating impedances. Their values can
be easily calculated once the FET parasitics and the imped-

IV. FET AMPUFiu ANALYSIS ances ZG and Z. are measured (see Fig. 4(c)). Jo stands

A simplified block diagram of the FET amplifier under for the input signal equivalent source.

consideration is shown in Fig. 4(a) where Z -50 S, For given values of frequency, Jg, Z 06 , and ZLL. one

typically. One of the most important characteristics of the can calculate the response of the circuit of Fig. 4(b) using

FET. which describes the power-handling capability of the the harmonic balance technique. For its implementation.

device at a given frequency, is the dependency of the power three nonlinear subnetworks were extracted from the

delivered to the load P, on the input power P,. This is the amplifier equivalent circuit. These are shown inside the

so-called gain-saturation characteristic (often used in prac- dashed boxes in Fig. 4(b). The Fourier coefficients of vl(l'

tical design procedures 16), 121]) which is measured with the and v,(() have been chosen as independent variables in the

input and output tuners adjusted for maximum P, at a harmonic balance routine 1141. The voltage V I(1)
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was expressed in terms of v. and i'd using Ohm's and , p.
Kirchhofrs laws. Vq--alS v

Having the fundamental components of v. and vd one so.

can calculate the input power at the terminals A-A' (see 1.-2 V
Fig. 4(b)) and the output power at B- B'. Since the tuners' 60.1
circuits and FET parasitics have been assumed lossless. A
these powers are equal to P, and P,, respectively. In order 40

to calculate the power gain saturation characteristics, an ... aVl)

optimization procedure was employed to find, for every , I -
given value of P,, the values of ZGG and ZLL that oe- - -.
spond to the maximum of P.. An objective function was 0 ..
defined as 0 1o zo o 40 nw

E -abs(P,- P-)+abs(K- P,) (10) Fig. 5. Outputpower P. anddcgatecurent tG versusinput power P,.

Measurements (000). calculations (-), f - 9.5 GHz. and Vs -
where P, is the power available from the signal source, P, 4 V.

is the actual power delivered to the amplifier input, K is a
constant higher than any expected output power level, and P ." V,.Sv
Jo. is the actual power delivered to the load. Obviously, the t
quantities P,1 and Px in (10) depend on the terminating
impedances and the objective function has its minimum 4V

that corresponds to the impedances that match simulta-
neously both the input and output ports of the FET. A
program was written to calculate the power gain saturation 0 3V
characteristics using the HP 9825A desk computer. A
modified Davies-Swann-Campey direct-search minimiza- 40
tion procedure [131 and the modified harmonic balance
technique [141 were implemented in the program which
occupies about 15k bytes of the computer memory.

a Pt
V. RULTS 0 to 20 0 40 W

To calculate the power gain characteristics of the 2SK273 Fig. 6. Measured (000) and predicted (- ) power-.turated char-
FET unit, the model parameters already specified in Sec- actestics. f - 9.5 GHz and VCS 0 .75 V.

tion III are used. The parameters have been determined
from the static I-V characteristics and from the small-sig- The negative component represents the breakdown effect
nal S-parameters measured at the frequencies up to 10 while the positive one is due to the forward conduction of
GHz. On the other hand, the input signal frequency is the gate junction [22]. In the case of V., - -0.75 V and
chosen f - 9.5 GHz in the present example. Then, the small input power levels, the breakdown current dominates
model validity is not checked at the harmonic frequencies. the forward conduction component, while for larger powers
Therefore, in the final analysis, only the dc component and (P, > 30 mW) the forward conduction is prevailing. In the
the fundamental harmonic were used. However, this sire- case of VGs - - 1.25 V, in the whole range of input power
plification does not generate a significant error, at le.st up to 40 mW, the dc gate current is negative. Also shown
when the large-signal characteristics of an FET tuned in Fig. 5 are the results of measurements obtained using a
amplifier are concerned, as can be seen later. The load-pull technique [23]. Good agreement between theory
Newton-Raphson algorithm combined with the harmonic and experiment is observed for the FET bias conditions as
balance method (141 requires 4-10 iterations to calculate described previously.
the amplifier voltage response with an error less than 1 In Fig. 6 are shown the power saturation characteristics
mV, depending on the input power level. It takes about 10 for Vcs - -0.75 V and three values of drain-source voltage
min of the HP 9825A computer time to find values of ZGG VDs - 3, VDS -4, and VDs - 5 V. Some discrepancies be-
and ZLL that match the simulated amplifier at a given tween the calculated and measured data are observed for
value of P,. Vos - 5 V. These are attributed to the simplified descrip-

In Fig. 5 are shown the calculated power saturation tion of the breakdown phenomena in the FET model.
characteristics obtained for the impedances Z•G and ZLL Particularly, the dynamics of the breakdown mechanisms
matching the transistor at every given input power P,. The [241 must be included in the GaAs FET model. The
calculations were performed for VOs - 4 V and two values mathematical model (5) is of an instantaneous nature, but
of gate-source voltage: V.S. - -0.75 V and V;s - - 1.25 V. in general the breakdown effects may have time delays
For input power P, ; 5 mW, the decrease in the transistor associated with them.
power gain is accompanied by a dc gate current flow, as it For every given value of P, there exists a set of FET
is seen in Fig. 5. This current consists of two components. terminating impedances that corresponds to a maximum
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modification considerably shortens the calculation time
- .. and eambles us to perform an analysis and design process

on the desk computer. Since nonlinear device operations as
N" either power amplifiers and oscillators is quite similar, the

FET characterization technique developed above for
amplifiers can be readily carred over to meet oscillator

/ ( ~ design needs as well.
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A Nonlinear GaAs FET Model for Use in
the Design of Output Circuits for

Power Amplifiers
WALTER Rt. CURTICE, SENIOR MEMBER. IEE.L AND M. ETTENBERG, LIFE SENIOR MEMBER IEEE

Asa.-A noeism "nimvko A idu for hs G&M FLT has work of Peterson et al. and made detailed comparisons of
bwo mo d upd the u d ad ad and i•m w , computed and measured load-pull characteristics using a
ciauaet ame m M dim-ps v data. TU nonlinear analysis program for the GaAs FET amplifierkann onk-bamnce tech=** is usal to dweop dw Fr-r RI 01111
churasterisdc• in an amnlg r wd• g Wmio k e based upon the harmc ,lance technique.
Computad OW enumml loud-liu nmlts msow good peenw. Materka and Kacprs." (131 recently proposed a large-

signal analysis of a GaAs PET amplifier. Our model is
1. INTRODUCTION similar but has significant differences in detail. We meas-

T HE GENERAL-PURPOSE nonlinear circuit analysis ure avalanche breakdown voltage for devices and use these
programs that exist were designed primarily for tran- values in the analytical model. The nonlinear gate-to-source

sient (time-domain) analysis of silicon integrated circuits capacitance variation that we measure is different from the
[I]. (21. By adding new models for GaAs devices, Curtice ideal variation assumed by Materka and Kacprzak. We
[31 and Sussman-Fort et al. (41 show that these programs also include second- and third-harmonic voltages in the
can be used for the study of GaAs integrated circuits. analysis and show this to be significant. Nevertheless, the
However, a more sophisticated model is required to study agreement shown by Materka and Kacpzak between their
GaAs power FErs operated at high dc-to-RF conversion measurements and model calculations is excellent.
efficiency. Such a model must contain an accurate descrip- Our nonlinear device model has evolved from the self-
tion of all important device nonlinearities and also effi- consistent GaAs FET small-signal model reported by
ciently analyze the external microwave circuit interaction Curtice and Camisa (141. This program provides a corn-
over many RF cycles. The circuit reactances lead to time purer-aided means to develop output circuit designs that
constants large relative to the RF period. Time-domain optimize the amplifier performance (i.e., efficiency, band-
analysis is thus inefficient and, in fact, unnecessary since width. etc.). Accurate prediction of large-signal load-pull
the reactances are linear, performance is essential to- accurately design output net-

Rizzoli et al. [51 described a general-purpose nonlinear works. In addition, we operate the program on Hewlett-
microwave circuit design technique that efficiently analyzes Packard 1000 RTE minicomputers to reduce the cost of
the device-circuit interaction by application of the computation.
"harmonic-balance" technique [6]. Camacho-Penalosa [71 Section II reviews the nonlinear analysis program. The
described the application of this technique to the micro- FET model and the method of evaluation of the nonlinear-
wave FET. ities are presented in Section IlL Mathematical equations

In GaAs power amplifiers. Ub load-pull method is often are presented in Section IV. The remaining sections de-
used to experimentally obtaiv, optirmun load conditions at scribe analytically generated load-pull results and their
large-signal operation (8]. Secnw f9l developed a graphical comparison with measured load-pull data. Large-signal
extension of this technique to maximize the RF power FET simulations by the nonlinear program are also corn-
output subject to a specified maximum value of intermod- pared with simulations from a two-dimensional device
ulation distortion. However. the load-pull measurements modeL This comparison shows the importance of including
are time consuming and difficult at high RF frequencies. the third harmonic of voltage in the output circuit.
An analytical technique would be very advantageous.

Tajima and Miller [101, Willing et al. [111, Peterson et al. [I. THE NONUNEAR FET PROGRAM
[121, and others have reported nonlinear GaAs FET models
for the design of power amplifiers. We have extended the s progra cons its fraqtime -domain modeloGaAs MESFET coupled with frequency-domain models

for the input and output matching circuits. The nonlinear
Manuscript received March 12. 1915: revised July 11. 1995. FET elements must be analyzed in the time domain to
W R. Curtice is with the Microwave Technology Center. RCA Labora- preserve their physical nature. The linear circuit response

(ones. Pnnceton. NJ 08540.
M. Etienberg is with the Electncal Engircering Depantment. Ci tO the ET current excitation can be analyzed in the

College of New York. New York. NY 10031. frequency domain by standard techniques. Transformation
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the automated Fukui [151 equipment. and Kelvin probes
are used (and required) to obtain accurate data. Fig. 4

IIN T A shows data on the same device for larger drain-source
CIRCUIT PrARAITtnS voltages. The data for higher currents in Fig. 3 are appre-
PAT PrIAmeTERI ciably influenced by heating effects. However, this shouldR*DR~EOUiICT ! •|

not cause large error in the nonlinear model. Fig.. 4 shows
that the device pinchoff voltage increases appreciably at

STIMATE V.J Wk V., tl ia larger drain-source voltage. The early version of the nonlin-

FROM 3 "LI ALNLTHEORY 0 e program assumed a square-law relationship between
IVIOUSSOLUTION] the (saturation) current and the gate-source voltage. Real

devices often do not exhibit such a relationship and it is
i EVAtUATE FIT CUnAuTsI mmore accurate to use a cubic approximation

IHN Ij. - (A 0 + AIV1 + A.V 2 + A 3V1')'tanh(y"V.V(t))

IFOURIER ANALYZE [where V, is the input voltage. The coefficients A, can be
FIT CURRENTS Ievaluated from data in the saturation region at the same

time the data of Fig. 12 is measured. We use a simple
EVALUATE NEW VALUES OF CIRCUIT Fortran program for evaluation of the A,,'s with least-square

VOLTAGES: %WI, error. One disadvantage of the cubic relationship is that
unlike the quadradic, a pinchoff voltage may result that
makes current zero or transconductance zero, but not both.

CALCULATE ERRORS: The following method is used to include the phenome-
v',,,-• ,.non of pinchoff voltage increase with drain-source voltage

(Fig. 4). We assumeS~USE NEWT ONS

,A.E METHOD T V, - Vi.(,- r).[I+A(V." -V
SIMATE TRUE

SMALL SOL.UTIN where
SOLUTION AVAILASLE i coefficient for pinchoff change,

Fig. 1. Program flow char V°, output voltage at which Ao, A1, A,. A1 were
evaluated, and

i" internal time delay of FET.
between the time and the frequency domains is accom-

plished using a discrete Fourier transform. A valid physical The form of this equation is not physically significant.
solution is obtained when the voltage waveform at the Measured RF data (see Appendix A) shows that - is a
input (or output) of the FET produces a current waveform direct function of drain-source voltage, or
into the device that is the negative of that into the RF
circuit to within some small error. The program flow chart 1" -Ve(t).
is shown in Fig. I. The method of successive approxima- Fig. 5 shows the current-voltage relationship calculated
tion is used with less than 100-percent update to assure using these equations for the RCA device whose character-
convergence. istics were shown in Figs. 3 and 4. This technique produces

an accurate approximation to the measured data.

Ill. EVALUATION GaAs MESFET NONUNEAUTIES Pulsed measurement of drain-gate avalanche currents
were made on a number of devices. Fig. 6 shows data for

Fig. 2 shows the equivalent circuit model assumed. This the device previously studied (Figs. 3 and 4). Notice that
model is noticeably different than used by Curtice and the drain currents cannot be pinched off at large drain-
Camisa for accurate small-signal modeling of GaAs source voltages due to the gate current produced by
MESFETs. The drain-channel capacitor is omitted to sim- avalanche breakdown. This is an important phenomenon
plify node current equations. This produces some loss of that limits both RF current and power output. In this
accuracy. In addition, two new current sources are used. model, the drain-gate avalanche current is taken to be
The drain-gate voltage-controlled current source represents
the drain-gate avalanche current that can occur at large- Vdt
signal operation. The gate-source voltage-controlled cur- V" > Va
rent source represents gate current that occurs when the R
gate-source junction is forward biased. The third current• 0. V, <V

source ld,(V,.. V.,) is the large-signal form of the usual
small-signal transconductance. where V8 = V8 o + R,.d,. R1 is the approximate break-

Fig. 3 shows the measured dc current-voltage relation- down resistance. and R. is the resistance relating break-
ship for an RCA device studied. This data is measured in down voltage to channel currents.
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GATE A ad DRAIN

vpmi Ip v•i IQC vt1

- IIV It V ou(t)

SOURCE

EOUIVALENT CIRCUIT OF Gaft MESFIT

Fig. 2. Eqwvalen circuit model of the GaAs MESFET.

ISO 36
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ORAIN-SOJIRCE VOt.TAGE (v) DRAIN - SOURCE VOLTAGE (vi

Fig. 3. Measured current-voltage relationship for RCA device BIS12- Fig. 4. Same as Fig. 12 but for larger drain-source voltages.
3A.

The forward-biased gate current is taken to be The values of R., R,,, and R, are obtained from the
automated Fukui measurements. The values of Cd,. Cg,,

'. - --- V.W(t;x Vb, R,,,. and Cjf, at the bias point are obtained from the

/= Rr small-signal model using the technique developed by

0. V,,()< Vs, Curtice and Camisa. Although both C, and C,, are non-
linear functions of voltage, computation including these

where VA, is the built-in voltage and R,, is the effective .characteristics produced only small effects upon the RF
value of forward-bias resistance. saturation characteristics.
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1100-V

IGO V. ,vw

o0 v LI

60

40 Fig. 7. Equivalen€tccuit model of GaAs MESFET amplifier as used in
20 -4v the n Isane AnaIYs provam-

02 4 6 S '0 2416 II 520
RA-IhN-30I VOLTAGE IV) cfmo4Stotmionev

Fig. 5. Current-voltae relationships for RCA device BISI2-3A as A

cak-ulated by the analytical equaUons

2'
91512-3A

-20- lrm PULSE; P IItIII5[ SLtOAD

12oS*'S
ti -4V"gom"lo

0; 2 4 6 6 12 14 1 II 20 22 24 CoUsVA.AIT c wICO -, FITAMPIPi1

,-AINSOUNCI VOLT,-GE(VI Fig. S. Equvalent crcuit model ol' GaAs MESFET amplifier sba,'i.m

Fig. 6. Pulsed currene-voitahe data for RCA device •1512-3A. Iopolmo7 for matching circwts

The drain-source resistance is also a strong function of In summary, the equivalent circuit model has been con-
V., and Vd,. However, differentiation of the drain current structed with the simplified circuit shown in Fig. 2. The
in the model gives the following result for small-signal principal nonlinearities are the voltage-controlled current
output RF conductance: sources. These must be characterized for each device. It

sech2  was found to be important to include the bias dependance
9d., I - g,,o0 18V + Y'ds ['tV0 mf( of pinchoff voltage in the drain-current source. The small-

ds tanh ( y Vo.(t)) signal properties of the model were found to be consistent

where with the FET behavior.

9.0 (A, + 2A 2V1 + 3A3V1
2)-tanh [--V (t). ~IV. DES•CRPTION OF THE COMPUrER PROGRAM NFET

The three terms comprising gd, may be understood to be: The program NFET was described briefly in Section I1.
1) a fixed conductance term: 2) a substrate conductance We now describe the analysis of the FET amplifier using
term that causes the pinchoff voltage change with Vd,; and this program.
3) a channel conductance term that is important only at Fig. 7 shows the lumped-element equivalent circuit model
low drain-source voltages (i.e., below current saturation), of the GaAs MESFET amplifier. The two-port networks
The net result is that the output RF conductance depends [Y,] and [Yo,,] are matching networks presumably de-
upon V., and Vd, consistent with actual device behavior. signed for maximum power transfer at the input and the

The small-signal intrinsic transconductance can similarly output, respectively. Notice that the gate and drain resis-
be evaluated by differentiation of drain current with re- lances of the FET are absorbed into these networks. Fig. 8
spect to V, The result is shows a typical topology for a carrier-mounted FET. The

g.g".0 l++(voV0, -v.(I))], first design of these networks is usually done using
SUPER-COMPACTTM [161 to achieve conjugate matching

Coefficient 8 causes the transconductance to decrease with at input and output for small-signal operation. This pro-
increasing drain-source voltage, consistent with the behav- duces the maximum gain condition. Once a trial design is
ior of GaAs FE's. available, the Y-transfer characteristics can be evaluated.
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The input voltage is
V.(+ ;',(f,- V - a sw(n.,)+ b.cs(n )]li)j a.

"where V,1() is the voltage drop across the source resistance
and inductance which is assumed to be

V,(,) - V,'.÷ + [c. sin(n-,) + d. cos(nwt)j. -" 0- 0

The output device voltage is ___- _______ ,_ .....00 0 W- 30 0 & l0 10- it

v.(')+ v"() - v" + E [sin(t)+g.cos(n1)I. a -o
" FA& 9. OutputRIF P .am- ine dia cm-. am- a•p saw =int.

aind klmc c.eflam as a fuon af IF impm poaw for RCAThe present version of NFM uses dc. fundamental-, duviBl•2.3A at 12 ,z w Vh,-V, V -- 1 VlThe
second-, and third-harmonic voltage components. The =" fo biaa PaL
time-domain expressions for Vi.(t) and V,,() are used to
generate device cumets. For example, the total drain
current consists of drain-source current VL ComA.xON wrmu ExnaxmcAzL DATA[d V.(,)-V. Fundmental- and second-h-rmonic voktges are used

V• ( ')- for the calculation presented in this section. Fig. 9 shows
I~v~(the calculated ~ RE powat output as function of RE power

plus drain-•ate displacement current input for RCA device B1512-3A for a case of output
mathing for high Sgi. Strong output power sauation
ocurs due to the larg RP voltage amplitudes. As thecd[v.() V()] degree of saturat• n iReases with icrea of RE input
power the comped average drain current decreases, theand the a anche rrnt if [V.( V(a> the b eak- age Pte currew Uiasem, and the reflecion coefli-

down voltage Va. ient at the input inceases as sem in Fig. 9. l1Me effects
The drain and gate currents are then Fourier analyzed to are in apreent with exeiment observaionL Thfind their frequency components using a discrete Fourier cackulaiou were madis assurmig a constant value of

transform. Linear crcuit elements, such as C,8, need not pa.-amng capaKtanc. MTe dashed output power curvebe included since the answers are known a pnon. shows the result for voltage-variable Sate-source capad-
tunon. Hers a square-root relationshnp was assumed with a

V. FTo -ubuilt-in voltage of I V. This variation is much larger thanV. FET ow-Ptuu. Sn.•noN measured but produces less than a 10-percent inacrase in
As an application of the nonlinear analysis program the output power. Tbereom the assumption of a constant

(NFET), a load-pua program was written to simulate the gaze-source capacitance does not greatly effect the accurcy
FET performance at high drive levels under variable load of the results. The reason for this behavior is described in
conditions. The program runs interactively on the Appendix B.
HPIOOO/A900 and plots contours of constant power out- By reducing the shunt resistive loading of the output
put on a Smith Chart. circuit, higher RF power output can be achieved. Fig. 10

The algorithm which controls the load pull relies on the shows the input/output power relationship calculated atfact that the contours of constant power are closed curves two diffemnt output loadins. The case of lower shunt
and that the power within a given contour is higher than impedance (73 0) is very similar to the measured data (alsothe contour power while the power outside is lower than plotted in Fig. 10). However, there is more gain and more
the contour power. The load pull is designed to proceed in (forward-biased) gate current in the calculated results. Thisa counterclockwise direction from the fiust point desig- indicates that the model does not fully reproduce the
nated aS a Contour point. A test point is taken by increas- operating conditions.
ins the radius vector of the reflection coefficient to the The power data of Fig. 10 ate replotted in Fig. 11 usinggiven point. If the power at the test point is greater than a logarithmic scale. Note that there is about 2-dB dif-the contour power, the test point rotates clockwise to find terence in the power gain for the data and the lower shunt
the next contour point. If the test point gives a lower impedance case. A portion of the 2 dB is believed to be duepower, then it is outside the contour and the test point is to input losses in the tuner used in the measurements.
rotated counterclockwise to rind the next contour point. Load-pull contours are developed as follows: The load isThe "width'* of the contour is programmable and is usu- adjusted for maximum output power for a given RF driveally taken as I percent of the contour power. If the power. Then the load is changed to produce less output
calculated power points fail outside this Limit. the al- power (e.g.. -1 dB). and a load contour (or constant
gonthm interpolates between the two nearest values, power is measured.
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Fig. 10. RJF power output as a function of RF power input for device
D1S12.3A withVV,, -V, V. ,~ - - IV.The curvestarting at orgnpAmrOEOTU
calculated at 12 GHz And Whe third curve is measured data at 12.5 GHlLPOE

DATA AT2
24.MOELAT 1C.412.5 GHv

23 - IMPEDNCE (730PCODLATC 512G00.

2p 
Sl.O 

VWITH 13.H SHUNh .2ar di.la of cac0ae a 0 esrd mR'N PUT POM PED ANff 
outpu lo d o ev c 

)I 
-3 t 1 G

po0e inu o dvc 1512-3A wih2- .V, -1V n

Fi.120hw ith calcula4ted and easue load.1.Smt-pullspa f aclae ndmaurdoumm
con.ourMesu(for an noinalcue maximumr output psafntowe of 20 5 HROI

powefr ipthisr device for 5176-3 andh V45-m poe output-V atd

F2iGHL1Thehagreementaisugood. Fig. 13ashows thedcpull-WIT200 T

lated and measured points of the load for maximum power CHARMONIC

output for various output power values. These do not agree S

as well as seen in other devices.so
Fig. 14 shows the effect of harmonic voltages upon the

input/output power calculated for this device with opti- -10g523

mized output loading. Note that neglecting the second 0 Vd a O
harmonic significantly changes the output power in the S, -I'ov

saturation region. However, it is difficult to evaluate accu- 50o
rately the impedance seen at each harmonic in a given
circuit. The impedance used for this calculation assumes 00 0 6 0
lumped-element matching. 0 0 40 6 so 0

Fig. 15 shows the calculated load-pull contour for 175- INPUT POWER I-*)1

mW output power for a second RCA device at 50-mW PRE Fig. 14. RF output versus input calculated with and %ithout Necond-
input power. However, in the experiment, the RF input harmonic voltages for device B1S12-3A a1 12 (iHz.
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PEr LOgD POR cvSrTArT Rr OUTPUT pOwgR or 75mw PET LoA0 ,OR AxwI,4Jm RF Our(ptr RwER
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Fig. 15. Sauit Chant display of calcuated and aeasured PLF output Fig. 17. Smith Cha n, display of calculated and measure optimum RF
loads for constant output power of 175 mW for device B1524-uC at
12 GHz. output loads for device B1824-IC at 12 GHz.

FET LOAD FOR CONST4NrF r / our POSR or" 15Omy lin0

1 Fig. 18. Two-dimtnsiooad FET model parameters and the cemaler cir-
c2u and oltag sources%

SVII. COiMuAaisor- OF THE NONLINEA MODEL

__5 V eOV ý3,
__6__ wimv sun a fa Tw-0NN .01A.1FE1MDE

kA direct comparison was made between the large-signal

*'.z. \/• j operation of the nonlinear FET model and that of anSaccurate two-dimensional (2-D) time-domain model for the
GaAs uET. The 2-D model [17] includes carrier heating

Fig. 16. Snith Chart display of calculated and measured RF output effects that produce velocity overshoot. In addition, the
loads for constant output power of 150 mW for device 51824-IC at 2-D model produces voltage waveforms that are not re-
12 GHz. stricted in harmonic content. Thus, it is possible to evaluate

the accuracy of the nonlinear program with regard to thepower was 104 rW. Fig. 16 shows the same comparison harmonic content of the voltage waveforms.
for an output power of 150 mW with the same drive Fig. 18 shows the 2-D FET model and the external
conditions. There is good agreement with regard to output circuits and voltage sources. The gate is driven by a
load-pull characteristics for a given output power, but sinusoidal voltage source so negligible harmonic impedance
disagreement in driver power (and gain) by approximately will be assumed in th ge circuit for the nonlinear model.
3 dB. Some of this error is attributable to losses in the The drain toad is 110 c shunted by a small capacitance to
input tuner used in the measurements, although the actual produce a time constant of 0.1 ps which is necessary to
value of tuner loss was not measured. stabilize the solutions for the 2-D model. The FET is of

The maximum RF power output for the simulation with short gate length (0.33 2-m)D high donor value (1.5 x
co-mW input power is 216 rmW. In the experiment using a 1cir/cut), and 100-vot width. The average current under
104-roW R a drive, the maximum RF power output was the bias voltage shown is 20.0 mA, which makes the
205 mrW. average drain voltage approximately 3.0 V. The input RF

Fig. 17 shows the load conditions for maximum power frequency is 25 GHz.
output at seven different output power values as computed Time-domain simulations were made using the 2-D model
by the nonlinear program. Measured data are also shown and circuit for RF input voltage amplitudes of 0.75. T.5.
and are in good agreement. and 2.5 V. Each required considerable computational time.
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Fig 19 shows the drain voltage and current waveforms for-,.
an npu amlitdeof .5 . Te smuatin ws mde orFig. 20. Outpu power at fudaena-.- second-, and dhurd-harmou€
an iputampltud of .5 . Tl siulaton as mde or requencie as a function of input po~wer. Solid hoes are from NFET

one and one-half RF cycles. The voltage waveform can be and points am from the two-dimensional model.

seen to be repeating indicating that it is a steady-state
waveform. The current is not calculated as accurately and
has computational fluctuations that are not physically nonlinear program and the points are results of the 2-D
meaningful. The voltage waveform was then Fourier simulations program.
analyzed to find its harmonic content for comparison with Ile agreement is excellent for the fundamental output
the nonlinear model. power. Ile agreement for second- and third-harmonic

The nonlinear FET model was developed in the follow- Output power is good except at the lowest input power.
ing manner. A small-signal equivalent circuit model was Here the harmonic power calculation is clearly inaccurate
evaluated for the 2-D FET operated at a drain-source bias in the 2-D program because all harmonic powers are the
of 3.0 V. The elements values are: same, which is nonphysical. Only three harmonics are used

I' in the nonlinear program so the fourth harmonic is not
R j." 6.04 evaluated.

Notice particularly that the third-harmonic output power
Cil ,-0.0461 pF dominates in the FET. This effect has been observed
Cds = 4.90 t'F experimentally by Willing et al. [I1I] and leads, we believe,

9M - 1.50 mSto important third-order intermodulation. distortion (IMD)
g,-1750 mSin GaAs FET amplifiers. In fact. the IMD could be

,r =- 0.5 ps evaluated using the analytical model with some furtherR, -5280 S programming effort.
SFig. 20 clearly shows that the nonlinear program accu-Fig 19ra.ely predicts saturation effects due to the nonlinear cur-

R, a 5.1 rent control characteristic and also predicts harmonic power

RS=0 output accurately when harmonic impedances are accu-
rately known. Once the parameters of the nonlinear modelRd 0 were known, it took 1a300 the computation time to gener-

Lsoauci 0o V .The sut was ad f i .u 16 than it did to getand thedhree cases
with the 2-D model. TMe nonlinear model is clearly more

Ts e 2-D model was also usedicat thataicisahe steady-state efficient.
drain current as a function of ate-source and drain-source
voltages. The coefficients for analytic approximation ofIma(Vn,, Vi,) were then evaluated. Avalanche breakdown VIII. CONCLUSION

and gate forward biasing were neglected. We have developed the FET model suitable for efficient
Using these device parameters, the nonlinear FET calculation in the largeesignal region. It is useful for devel-

amplifier program was operated assuming the RF load oping optimized output network designs for ingh-power
shown in Fig. 18. The solid fines in Fig. 20 are vaes s aof GaAs FET amplifiers. The program efficiency results from
harmonic power delivered to the load as calculated by the the use of the harmonic balance technique wherein the
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nonlinear FET is analyzed in the tiae domain and the TABLE I
FET EoUIVALEINT CIRCUIT PARAMMIS AS A FUNCTION Oflinear circuit is analyzed in the frequency domain. GATE-SourcE BIA FOR DEVICE B1499-a 97. ilV- 8 V

The pnnciple nonlinearities of the FET are voltage-con-
trolled current sources. The nonlinearity of the reactive v s S as L c dg ds
elements does not affect the large-signal solution gready. M (05) W (OF) (a) (Pr) (a2)
However. it is necessary to evaluate the characteristics of a $ . .9,' . 0 .
the current sources for each device to be simulated. The . 1 " .9 4 0 0.0200 A-2.9
simulation can be performed with a voltage waveform -z 41.o s.19 o.9 2.27 0.0259 326- Z
containing fundamental- and second-harmonic frequencies -3 4s333 7.20 . 0.68 2.13 0.0327 16.1
or fundamental-, second-, and third-harmonic frequencies.
All FET current harmonics are included. The third
harmonic is used only when accurate circuit impedance TABLE 11
data is available at the third-harmonic frequency. FET EoQvwA CIRCUr PAAArmE As A FuwcnoN o0

The nonlinear FET model was coupled to a program to DRiMN-SOUitC.E Bits FOR DEVICE B1499-W 97. V,,- 2 V

generate constant output power contours on a Smith Chart.
Excellent agreement was obtained with the measured load- vT, c c C8 , a. 4a ad
pull characteristics at 12 GHz. However, the simulation (AS ( Ps). (1F) (L0 (m ((._2_
predicted more gain than was measured in the experiments. i 66.03 2.56 0.63s 2.0, 0.1993 22. .

Finally, a comparison was made with large-signal simu- z 63.97 3.11 0.607 1.s2 0.0883 9s.9

lations using an accurate 2-D model for the GaAs MET. 3 57.31 4.91 0.6614 1.6S 0.0S0 171.3

This model includes carrier heating effects that produce the s 47.00 4.19 0.739 1.27 0.0259 326.2
phenomenon of velocity overshoot. The output current and
voltage waveforms in time could be directly compared for
this case and the harmonic power contents were found to 3) r is a strong function of Vd, being approximately
be in good agreement. proportional to .V,.

APPENDIX A 4) C,1 is a strong function of both V,, and V.,
DEPENDENCE OiF TE FEW PkAm m UPON BUASING 5) C., is a function of both Vd, and V,.

It is usually assumed that GaAs FETs follow a gate
S-parameters were measured over a wide range of control characteristic resulting from a depletion depth

drain-source and gate-source voltages. The objective was to calculable using a simple abrupt junction model. Neglect-
better understand the properties of the FET that contribute ing source resistance, the saturated drain-source current
to good dc-to-RF power conversion. These measurements IDS is equal to
are useful because during large-signal operation, the device
operating voltages have large excursion. Lumped-element IDS - I,(1- d/a)
circuit models were then constructed at each operating where
point.

The device tested (B1499-97) is capable of over 21-per- a active layer thickness,
cent power-added efficiency at 20 GHz. Devices from this Nd donor value,
wafer have also operated at 35 GHz. This FET is repre- Z gate width,
sentative of good but not the best of our devices. v, saturated election drift velocity,

Tables I and II show the values of the important equLiv- d depletion depth,
alent circuit parameters as a function of gate-source volt- V, gate-source voltage,
age (Table I) and drain-source voltage (Table I). Although V,1 built-in voltage,
not presented here, we also have evaluated the circuit V, pinchoff voltage (qNdaa/2),
parameters at various gate-source voltages at V., - 1, 2 and
4 V. The parameters in the table are and

g., transconductance. d/a - [(Va, - V,.)/V,] J/
7 current delay time, - qZav,

C, gate-source capacitance,
R, gate-source resistance, By differentiation of IDs, thc intrinsic transconductance g,
Cd,, drain-gate capacitance, is
RA,1 drain-source resistance. g, - CZv,/d.

The following conclusions can be drawn from these The gate-source capacitance C,, is approximately equal to
measurements. CS, - iZL'/d

I) Rd., is a strong function of V•, and V,, and is
approximately proportional to V,,. where L. equals gate length. (Parasitic capacitances exter-

2) g,. is a strong function of both V4d, and V•,. nal to the conduction channel are not included in C,,.) If
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TABLE 11 101 s
1

FET AVL•LAGE VELOCITY CALCULATION AS A FUNcTroN OF

DaAwN-Souav. BIAS VOLTAGE FOR DEVICE B1499-S97. 2 22
2 V 20--

LC goI /t 87.5/K t.

I 7 10 1.33 ISCMJV a

2 9.' .0 (0
4 1• ..54 0.861 vft.sov

6 15.72 0.636 06

04

TABLE IV 02.

FET AVERAGE VELOCITY CALCULATIONS AS A FUNCTION Of I h I '

GA.E-SOUICE VOLTAGE FOR DEVICE B1499-a 7. V,, - 8 V3 20 I 2 3 4

GATE-SOUICE "LTAGE I (VI

V I d a Tt a, ,aL/ Fig. 21. Recipncal ate-source Capaciance squared as afunction of
113. Is £ ate-source votage as determined from small-sial models (or two

(V) (WA) (ps1 (10 cola) laboratory devces.

0 190 16.83 0.S946

-1 125 16.01 0.621
-2 95 15.72 0.636 06 114W-U

-3 75 15.15 0.659 07 -012.C

06-

05

the transit-time under gate r,, is defined as Ll/v,, then - 0

L ~02-
00oc II i

Notice that there is no obvious dependence upon drain- 0 2 4 6 a I 12 (4

source voltage although real devices show the following DRAIN- SOUICE VO.TA•E (V)
sourev oltagdpneies. alFig 22. Gate-source capacitance as a function of drain.source voltage

several dependencies. as determined from small-signal measurements for two laboratory

1) C, increases strongly as V,, increases. This indicates devices with V, - - 1 V and for a two-dimensional simulation model

a reduction in the depletion layer depth d, probably due to with - - 2.75 V.

increased lateral diffusion due to increased electron energy.
2) The transconductance g,,, decreases as Vd, increases. APPENDIX B

Since d is decreasing, the saturated velocity u, must be GATE-SOURCE CAPACITANCE NONLI.EARITY

decreasing significantly as Vd, is increased. The gate-source capacitance of a GaAs Schottky-barrier
3) C,,/g, increases strongly as V', increases- This is FET varies with both gate and drain voltage. However.

due to the decreasing v, with V,, increase, measurements show that the variation is not large and it
4) The time-delay factor for transconductance r changes can often be neglected in nonlinear modeling. •

little with V,, but increases directly as VdS. Since r must be Fig. 21 shows measured values of C,, plotted as 3
directly related to T. this effect is also a result of v, function of V.,. The graphs are approximately linear as
dependency upon V•,. expected but the slopes are much less than expected. From

We will now quantitatively interpret the FET measure- the equations of Appendix A. it can be shown that. ap-
ments. Table III lists the calculated values of T, and v, as a proximately
function of V,,. Table III shows that there is a strong
dependence upon Vd,. However, the biasing power varies 1 2(V81 - V1, )
greatly during variation of Vd, so it is important to verify Z
that average heating effects are not responsible for the CI qNZ2L$
changes in v,.

Table IV shows v, as a function of VP,. Here also there is Separate measurements of the built-in voltage V,, show it
a large change in bias power. However, there is negligible to be about 0.75 V. Since the above expression for C-2
change in v, in Table IV. Therefore average temperature must go to zero value at V,, - V,,, we must conclude that
effects are not important in the results of Table I. The there is significant fixed parasitic gate-source capacitance
strong dependence of average electron drift velocity on that is independent of the junction capacitance. This fixed
drain-source voltage clearly influences the FET frequency capacitance reduces the percentage change in capacitance
response, due to changes in V,,.
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RF power - 154 rW. predicting large-signal performance of a GaAs MESFET." IEEE
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Fig. 22 shows the variation in C, as a function of Vd, (121 D. L Peterson. A. A. Pavio. and B. Kim. "A GaAs FET model for

for two devices at V,, - -1 V and for a 2-D model on the large-signal applications." IEEE Trans. Microwave nheon Tech..

VAX 11/780 computer. All devices show an increase of voL MTT-32. pp. 276-281. Mar. 1984.

CV, with V o,. (13¶ A. Materka and T. Kacpmak. "Computer calculations of large-sig-

nal GaAs FET amplifier characteristics." IEEE Trans. Microwave
Clearly, C., increases with increase of V., and decrease The7av Tech.. voL MTT-33. pp. 129-135. Feb. 1985.

of V,. However, in steady-state amplifier operation[ Vd, is (141 W. k Curice and IL L C 0sa. "Self-consistent GaAs FET
larg Howhenve is smeall-state and pvis ers F tig , 2 , s s a models for amplifier design and device diagnostics." IEEE Trans.

large when V, is sma and vise-versa. Fig. 23 shows Is Microwave Theory Tech.. voL MTT-32. pp. 1573-1579. Dec. 1984
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where CO is the value of C,, at Vdc and Vd, -8.0 V. The

variation for C,, over the operating path of Fig. 23 as given
by the above equation is less than 20 percent. This is the
reason that nonlinear simulations that assume a fixed value
of capacitance give very nearly the same solutions for RF
power computations.
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GaAs FET Device and Circuit Simulation in SPICE
HERMANN STATZ. FELLOW, IEEE, PAUL NEWMAN, IRL W. SMITH, MEMBER. IEEE,

ROBERT A. PUCEL, FELLOW. IEEE, AND HERMANN A. HAUS, FELLOW, IEEE

Ahutract-We have developed a GaAs FET model suitable for SPICE range approximately ten times larger. Thus in GaAs the
circuit simulatios. The de equations are accurate, - about I percent saturation of drain current with increasing drain-to-source
of the maximum drain current. A simple but accurate Interpolati voltage s caused by carrier-velocity saturation, whereas
formula for drain current as a function of gate-to-source voltage con- voltcge is canned bt ca useterain cur-
macta the square-law behavior Just ove pincbof and the square-root in silicon it is channel pinchoff that causes the drain cur-
law for larger values of the drain current. rent to saturate.

The se equations, with charge-torage elements, describe the vari- The equations derived at this laboratory in [11 and [21
aton of the gate-to-source and gate-to-drain capacitances as the drain- are rather accurate and generally more accurate than those
to-soumr voltage approaches zero and when this voltage becomes - used in the SPICE pmggra. However, the resulting
ative. Under normal operating conditions the gate-to-source capaci-

tance is much larger than the gate4t-drain capacitance. At zero drain- expressions are very complex and would execute too
to-soum voltage both capacitances arn bou equal. For negative drain- slowly in a practically useful SPICE implementation. The
to-source voltages the original source acts lilk a drain and vice versa. challenge then presented to us consisted of finding simple
Consequently the normally large gate-to-smrce capacitance became expressions that execute quickly but at the same time are
small and acts like a gate-to-drain capacitance. In order to model these
effects It is necessary to realize that, contrary to conventional SPICE accurate enough to give reliable circuit simulations.
usage, there are no separate gate-to-source and gate-to-drain charges. II. THE DC EQUATIONS
but that there is only one gate charge which is a function of gate-to- R
smorce and gate-to-drain voltages. The present treatment of these ca- ecently a publication appeared [31 in which the dc
pacitances permits simulations in which the drain-to-source voltage re- equations exclusive of parasitic resistances are approxi-
verse polarity, as occurs In pas-gate circuits, mated by

I. INTRODUCTION /d = i#(V~ - Vr)2 (1 + XVk) tash (axrV). (])

IN ANY INTEGRATED circuit design one usually starts In this equation, 1, is the drain current. 6 is a parameter,
ar simulation of the c to beuilt. I is the gate-to-source voltage, V&, is the drain-to-sourcethe a computer sists ton ore circuit toabe aufeIfr voltage, V7 is the threshold voltage, X is a parameter re-the circuit consists of not more than a few hundred de- lated to drain conductance, and a determines the voltage

vices then the well-known program SPICE, originally de- atwi th drain current aracteriscs tue Note

veloped at the University of California, Berkeley, is often that the drain current saturates at the same drain-to-source

used. While SPICE can model transistors at different lev- voltage irrespective of the gate-to-source voltage. This is

els of complexity and usually gives answers with great different from conventional JFET or MOSFET models and
reliability, it was written originally for silicon devices occurs because the critical field E, in the channel is
only. In principle, the physics of Si junction PET's is very reached at approximately the same voltage Vd, = E., x
similar to GaAs FET's. Some of the differences are that L, where L is the channel length. When comparing [ I ]
in GaAs one usually deals with a Schottky-barrier junc- against experiment, we found that the expression is a good

-tion instead of a p-n junction, and also in GaAs the con- representation of the current for a given V,,. However.
ducting channel is confined on one side by a space-charge the behavior of Id as a function of V,, is only poorly rp-
region and on the other side by a semi-insulating region, resented. especially if the pinchoff voltage of the transis-
In Si the channel is usually, but not always. constricted tor is large. Our earlier work had shown that. except for
from both sides by space-charge regions formed around V, near the pinchoff voltage, the saturated drain current
the gate p-n junctions. Thus one might expect that both /d is proportional to the height of the undepleted channel
types of devices could be modeled by the same equations. region near the source end. This is because the reduction
This unfortunately cannot be done. The physical reason in channel height between the channel entrance and the
for this dissimilarity lies in the fact that in GaAs the elec- point where the carrier velocity saturates is usually a neg-
tron velocity saturates near the rather low electric field of pintbwere the eit aturates isus aheg-

3 103ligible fraction of the height at the entrance. Thus the cur-3 x l03 V/crm whereas Si obeys ohmic behavior over a rent may be approximately calculated by assuming that all

Manuscript reccivcd May 27. 1916; revised July 31. 1916. carriers at the channel opening are moving at their saw-
H. Statz. P. Newman. 1. W. Smith. and R. A. Pucei are with the Re- rated velocity. For constant channel doping, the saturated

search Division. Raythcon Company. Lexington. MA 02173. drain current Id, should then vary approximately as
H. A. Haus is with the Depanment of Electncal Engineenng and Com-

puer Science. Massachusetts Institute of Technology. Cambridge. MA 1. = Zv., /
2

t qN, ( ( -VT "+ V.) -- ( - -V,,,+ V.))
02139.

IEEE Log Number 8611222. (2)
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where Z is the channel width. us,, is the saturated electron munity. Note that the expressions derived in [I1 and [21
velocity. t is the dielectric constant, q is the electron apply to a truly abrupt interface between the active layer
charge. N4 is the donor density. VT is the threshold or and the undoped buffer. In Fig. 1(a) and (b) we show by
pinchoff voltage, and V8 is the built-in potential of the a solid line a fit based on (4). The b values found am 2.6
gate junctions. Note that V,, and VT am normally nega- and 1.5 V -', respectively. The situation becomes more
tive. The first term in (2) is proportional to the height of complicated when one considers that in all practical de-
the space-charge region at the threshold voltage, and thus vices there is a gradual transition in doping from the chan-
is proportional to the thickness of the doped region under nel into the buffer caused by diffusion and/or implant-pro-
the gate. The second term in (2) is proportional to the duced doping tails. Because of this diffuse channel edge,
height of the space-charge region when the gate-to-source the depletion region quickly expands as the pinchoff point
voltage V., is applied. hus (2) is indeed proportional to is approached. The transconductance at any one point is
the height of the under.eted channel, approximately inversely proportional to the distance be-

The full (2) is obtained by assuming that all carriers in tween the gate and the channel edge. Real doping profiles
the channel opening move at their saturated velocity. The then produce curves of Id, versus V., which rise more
approximation for the current in (2) breaks down when gradually than calculated in [1] and [2]. Interestingly, we
the voltage drop from the entrance of the channel to the find that the empirical expression (4) still describes actual
point of velocity saturation of the carriers is comparable transistor characteristics exceptionally well, but with
to the voltage difference V,I-VT. Under these conditions changed parameters 0 and b. The more gradual doping
the assumption of constant channel height breaks down. profiles appear to give a lower value of b. To illustrate
We may get an idea of the magnitude of this critical volt- this point, we show in Fig. l(c) and (d) measured char-
age by considering an example. Let us assume that we are acteristics for both implanted devices and transistors made
dealing with an FET with a 1-Am channel length. Ob- on epitaxial material. We find that (4) is accurate and the
viously the length under the channel where the carriers error is usually less than 1-percent of the maximum cur-
move at their unsaturated velocity has to be less than the rent. In Fig. 1(c) we depict a device made in MBE ma-
total gate length. The electric field strength along the same terial, and (4) is seen to be a good approximation over
portion of the channel has to be less than E,. because the most of the range. Fitting the expression (4) to experiment
carriers are moving at less than saturated velocity. Thus requires a value of b = 0.45 V=1. Furthermore Fig. 1(c)
an upper limit of the voltage drop along the channel, be- shows (1d)12 rather than Id to better illustrate the behavior
fore the carriers become saturated, is E., L, where L is at low drain currents. We also show the above discussed
the total channel length. For the known value of E•,, of approximations based on (2) with the square-root law, and
about 3 x l03 V/cm, the above critical voltage drop be- (3) using the square law. It is evident that the new model
comes 0.3 V or less. Hence, we thus expect that the above fits the data much better than either of the other two ap-
approximation in (2) is not valid when I Vs, - VTI : 0.3 proximations alone. Transistors produced by our standard
V. In the limit of gate voltages near the pinchoff point, digital process are shown in Fig. l(d). They use an im-
the equations of (1] and [2] lead to a quadratic law planted channel in conjunction with a recessing gate etch,

4d. - 13(V,, - VT) (3) and thus have a more gradual profile. Their b-value is
T -about 0.3 (see Fig. l(d)). The values quoted for b refer

This situation is similar to what is found in the conven- to a bare transistor without parasitic source and drain re-
tional IFET model. The derivation of (3) from the expres- sistors. In extracting the characteristics of a bare transis-
sions in [1] and (2) is not shown here. Unfortunately, (3) tor from measured ones, there is always some uncertainty
is valid only near V., - VT = 0. Elsewhere the behavior about the values of the parasitic resistors, and the values
is better described by (2). To illustrate the theoretical ex- of b reflect these uncertainties. Interestingly, (4) is rather
pectations of [I] and [2], we have programmed the rele- forgiving, permitting good fits to transistor curves even
vant equations on a computer and show in Fig. l(a) and when the parasitic resistors are not extracted. The values
(b) I,' versus V., for transistors with pinchoff voltages of of 13 and b are, however, different in these cases.
-0.5 and -2.5 V, respectively. As may be seen, the The value of b of the bare transistor is a measure of the
curves start quadratically but soon change and follow more doping profile extending into the insulating substrate and
of a square-root-like behavior as exhibited by (2). thus depends on the fabrication process. Neglecting b

To smoothly connect a law like (3) for small V., - VT cannot be tolerated in most circuit simulations.
to an expression like (2) for larger V, - VT, we chose the We also found that the tanh function in (1) consumes
empirical expression considerable computer time. We further approximated the

3(V, - Vo)l tanh function below saturation by a simple polynomial P
I d b(V, - VT)= (4) of the formI + b (V,,-VT)"

For small values of V,, - VT. the expression is indeed P -wo 3
quadratic while for larger values. Id, becomes almost lin- = with n = 2 or 3. (5)
ear in V,, - VT. The denominator in (4) is new and it has
not been used. to our knowledge. by the modeling corn- In the saturated region (Va > n/a), the tanh function is
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Fig. I. Saturated drain current i,, versus gate-to-source voltage V,. and comparison with simplified model predictions for vanous cases: la) Theoretical
characteristics for an abrupt profile with a pinchoff voltage of -0.5 V and a I x 20 gm gate. There are no parasitic source and drain resistors. ib)
Same but with pinchoff voltage of -2.5 V. (c) Expenmentally measured characteristics for a transistor with a I x 20 ;&m gate and a rather abrupt
doping profile fabricated on MBE-grown epitaxial material. The plot also shows in addition the comparison with two other approximate models as
explained in the text. We plot here (1j)'' instead of I,, to show more clearly the model comparisons in the low current region. The experimental cur'es
represent a "'bare" transistor without parasitic source and drain resistors. (d) Measured characteristics for an FET made by ion-implantation follo.&ed

by a gate recessing etch. Gate dimensions are I x 100 ism. The curves have been corrected for source and drain resistors.
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* f~F] SIMPLE ONE PARAMETERN INTERPOLATION (SEE TEXT)

'16 Ci SATURATED VELOCITIES
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Fig. 2. Drain current Id venus drain voltage V., for an experimental FET. Fig. 3. Gate-to-source and gate-to-drain capacitances for a I x 20 Jm sate
and the approximation representing the polynomial model with n - 3. on GaAs with I x 10 '? donorsicmi'. The figure shows the unsaturated

model of van der Ziel (long dashes). the saturated velocity model (solid
lines), and a simple one-parameter interpolation (short dashes) as dis-

replaced by unity. This is similar to what is done in the cussed in the text.
conventional SPICE program.

The slope at Vd, = 0 of the polynomial is a and is equal These approximations have serious shortcomings. Con-
to that of the tanh(ci V',) function. While the tanh function sider, for example. the case of zero source-to-drain volt-
and the two-section approximations with n = 2 or 3 all age. From the symmetry of the physics of the FET one
give good fits to experimentally measured curves, we concludes that the gate-to-source and gate-to-drain capac-
found consistently that the polynomial with n = 3 gives itances should be equal. yet the above model says that
the best fit. Note that for n = 3 the two-section function they may be very different. Even worse inaccuracies are
has first and second derivatives which are continuous for encountered when the transistor is reverse-biased. i.e.,
all V,• > 0. In making comparisons with experiments, as when the drain really acts like a source, and the source
in Fig. 2, the experimental curves are corrected for volt- acts like a drain. Now the model says that the large ca-
age drops across the parasitic resistors between source and pacitance is still between the original source and gate
gate as well as gate and drain. No allowance has been while in reality the big capacitance is now between the
made for the fact that these resistors change as the gate- original drain and gate. Thus, large errors can be intro-
to-source voltage is varied, owing to the constriction of duced into simulations when low source-to-drain voltages
the current flow to and from the variable height channel. or reverse-biased transistors are encountered. as in trans-

In summary, we have modified the code in SPICE to mission gate circuits.
include a GaAs model with the following dc equations: While the above objections apply to both Si and GaAs

- (V",Vr)2  1 ( .V.,. devices, the behavior for GaAs is further complicated by
- bV -Vr) = I - - - ( + X V,), the early onset of carrier-velocity saturation. Let us briefly

review some of the underlying theory. Van der Ziel [6]
3 calculated capacitances for FET's without including ef-

for 0 < Vd, < - (6a) fects of velocity saturation. In Fig. 3 we show the unsat-
af urated velocity values of C., and Czd as a function of Vj,

V - VT)2  for V., = 0 V. The channel is assumed to have a doping
I + b(V, -VT) (I + X Vd,). of I x 1017 donors/cm 3 and the gate has dimensions of I

X 20 )m with V8 = 0.8 V. It is seen that C., is approx-
3 imately constant as a function of Vd,. While we have not

for V a > (6b) shown the capacitance curves for V,2 not equal to zero.
they follow approximately the diode capacitance model as
a function of V,,. This is presumably the basis for the

III. SOURCE AND DRAIN CAPACITANCE diode-like behavior programmed into Si JFET devices.
Source and drain capacitance models have been consid- The gate-drain capacitance Cd starts at the same value as

ered in the literature 121. 161-191. Current GaAs device C, for Vd, = 0. It then falls continuously with increasing
simulations use a diode-like capacitance between source Vd, and goes to zero when the drain side of the channel
and gate. where the space-charge region thickness and becomes pinched off.
thus the capacitance is determined by the gate-to-source When velocity saturation is taken into account, the sit-
voltage. A similar diode model is often used to describe uation changes drastically. In 121. the total Junction ca-
the normally much smaller gate-to-drain capacitance. pacitance between the gate and the rest of the device is
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derived. These results can be readily extended to calculate Equations (7b) and (7c) are still approximations, albeit
C,, and C,, separately by taking the partial derivatives of very good ones. However. note that the total gate-charge
the total gate charge with respect to gate-source and gate- changes are calculated exactly. This may be seen by cal-
drain potentials. For the convenience of the reader, we culating, with the help of (7b) and (7c). the total change
summanze these capacitance expressions in the Appen- AQ, in the gate charge due to a simultaneous voltage
dix. including those previously unpublished. Evaluating change in both V., and V,#
the resulting saturated velocity expressions gives a gate- a 08 = aQ1, + aQ•
to-source capacitance that rises rather abruptly from the
van der Ziel model at the onset of saturation and quickly = Q,(VS, + IVs,, V,4 + AVgd) - Q,(Vl,. V,,)
approaches a nearly constant value as a function of V,,.
Similarly the gate-to-drain capacitance drops abruptly to (8)
a low value and then stays approximately constant. In which is obviously an exact result.
reality one may expect that the transition to the saturated A major challenge is to find a simple expression for the
velocity capacitance model is not quite as abrupt because gate charge Q.. Measurements as well as calculations
the onset of velocity saturation of the carrier is also more based on (21 confirm that the gate-source capacitance C,,
gradual. There are almost no published data on C., and is approximated by a simple diode-capacitance model, in
Cd for GaAs FET's. However, the few data available in- the normal bias range V, >> 0. The gate-to-drain capac-
dicate qualitative agreement with these models. itance C,# in this voltage range is small as compared to

An additional problem is encountered in the SPICE C1, (Cod = 0.1 - 0.3 C.,), and furthermore. Cd is ap-
code. The integration routines require from the device proximately constant and nearly independent of V., or Vd.
model separate closed-form expressions for the source-to- We may thus choose a gate charge (for constant doping
gate charge and gate-to-drain charge. These charges are under the gate) and for a normally (forward) biased tran-
used in the program to calculate displacement currents due sistor
to finite voltage steps. For these displacement currents.
the absolute values of the charges are immaterial but their
changes are of importance. Since in the real device there Q8 = 2 C,,0 V - -I + Cr0 Vd (9a)
are no separate gate-drain or gate-source charges but only 8V1
one gate charge, which is a function of V., and V54, we for V, >> 0, or alternatively. - Vd >> - V,,. (The use
choose to set the initial values of each of these charges in of - V., and - V,4 instead of V., and V,4 allows for the
the code. during a simulation, to half of the total gate fact that both voltages are usually negative, and it is usu-
charge Q.. Each charge is then incremented when the ally easier to think in terms of positive quantities.)
voltage levels change. In the case of the gate-to-source In (9a), Co,0 is the gate-to-source capacitance for zero
charge Q., we take source-to-gate bias, V8 is the built-in junction potential

AQv = Q9(V, + AV,, V4) and C.,e is the gate-to-drain capacitance. The charge has
been normalized to be zero when V., = 0 and Vd = 0.

- QS(V,. Vsd). (7a) Note that V,3 is negative in the normal bias range. The

This formula may be generalized if simultaneously both first part of (9a) follows directly from Poisson's equation

voltages V,,, and V 4 change by A V,, and a V 4 by aver- and is identical to the form used in SPICE.

aging (7a) over the two values of Vtd For a reverse-biased transistor (Vu << 0). different
aV,4. equations are needed, since the nominal source now really

a Q" (QC(V, + 4V,, V" + AV-,,) acts like a drain and the nominal drain like a source. The
corresponding charge expression. obtained by interchang-

-Q,(V,,, V, + AV,4) ing V,4 and V,,. is

+ Q,(V,, + AV,,,,V) V-.

- Q,(V,,, V,4)). (To) Q,2C°V, I -C,,,V,, (Cb)

This definition for the gate-source charge is somewhat for Vd, << 0 or alternatively - Vd << - V1,.
artificial, but the displacement currents calculated from The transition from (9a) to (9b) can be envisioned to
the above expressions should be rather accurate. An anal- occur at Vd, = 0. or Vd = V,. At Vd, = 0. Q• is contin-
ogous equation can be written down for A Qd uous, as may be seen by inspection. The derivatives of

Q, with respect to the voltages, however. are discontin-
.Qcd • (Qr(V9 + %V81, V•,s + AVd) uous. In particular. we find for Vd, > 0

- Q,(V,, + "v ,9, V/d) c,= dQ, = C_,o
+ Q,(V,,. Vd + AVd) dV,,

- Q,(V,,. V,.,)). (7c)

B46



STATZ et d GaAs DEVICE AND CIRCUIT SIMULATION 165

wet c,,= lP +''- v"e
Win~g CV2 +{ V s,),7-

1 a 13 -- V"+ ,(VS, -V)z + A2).OV~ -'[+ C, I + 1(V,- Vt9+ AZ. (13a)

A' lredy I., the chre-'hud o hnef
dO_5 ef a(V,, a Pn , + aICt V9 -v..d "

oZ~forI -OnOS2VI(V,, - VO,

dVl symmetry of the transistor. Equations (ao) and (12) sat-

and for Vd, < 0 isfy this condition.
The transition width a has the dimensions of a voltage

C = C1 and is an adjustable parameter. Its magnitude is related to
dV,, the voltage at which velocity saturation is reached. Stud-

ies based on Fig. 3 and the analysis of [1) and [2) show

dVd = /1 ""gate for voltages Vd, just above the onset of velocity sat-
uration. The length of the velocity-saturated zone depends"a, only weakly on Vd,. Both the capacitances C., and Cd as

Equation (10) approximates the desired behavior but is well as the drain current stabilize near the same voltage
still deficient in that the abrupt transitions or steps in the point (see Fig. 3). Further increases in drain voltage only
values of C., and Cd at Vd. = 0 are nonphysical and also weakly affect their values. From (2) and (6), Vd, = li/a
would cause convergence difficulties in the numerical describes the onset of drain-current saturation. In accor-
analysis. dance with the above reasoning we shall use in the fol-

Let us next address the achievement of a gradual tran- lowing A = lie/. This interpolation is shown by the
sition of the capacitance values near Vd, = 0. Note that dashed line in Fig. 3. Compare it to calculations based on
(9a) and (9b) can be written in the form the model of (2]. There is obviously room for more elab-

orate approximations to reproduce the fine structure of the
/ Vj capacitance at small voltages.

Q = 2 Cg Vs I +- + Co (11) We have plotted, in Fig. 5, C., from (13a). for V,, be-
V8  ~tween 4and -4 Vand V.,- 0, -I, -2. and -3 V. to

illustrate the behavior of the gate-to-source capacitance inHere (- Ver 1) is meant to stand for the smaller of the two our model. For positive Vf, (normal operating mode) the
values of (- VO) or (- V,,) and (- VIF2) for the larger of gate-to-source capacitance shows the capacitance behav-
the two. Mathematically, we can select these values by ior of a diode with voltage V,,. In the reverse-biased di-
using the functions rection (Vb, < 0), the gate-to-source capacitance ap-

proaches C.A0. The transition region width from high to
VdI -= ({VI + V,, + 4+(V8 - Vd) + ,73) (12a) low capacitance has a value of about I/or, as chosen

above.
VPt = ({Vs. + Vs - -1(V., - V1,dJ + AP) (12b) The plot for negative Vd, is somewhat confusing. Along

any one curve V., is a parameter and held constant. How-
with A = 0. The inclusion of a nonzero A produces a ever, for negative Vi,, Vd and not V., becomes the im-
smooth transition of width A in the value of V,, 1 and V.92 porant gate voltage, because of the discussed role rever-
as a function of V., or Vd. To illustrate (12), we plot in sal of source and drain. V,, is kept constant along one
Fig. 4 V,, 1 and V,, 2 for V,, = - I V as a function of Vd curve and Vd varies with Vd,. Thus for negative drain-to-
from -4 to 2 V for a = 0 and 0.5. source voltages the "effective drain" may be thought of

The use of V1,1 and V,1r 2 in (12) also yields a smooth being tied through a battery to the gate. Furthermore. for
interpolation of C, and Cd through the former point of large negative Vd,, V,,d (the "effective V,,'") becomes pos-
discontinuity at Vd, = 0. Differentiating (I ) gives itive. Each of the plotted capacitance curves is carried to
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the sidewall capacitance of the space-charge region. Sim-

- 9 cs-O ply setting the capacitance C., equal to zero would cause
a discontinuity and result in convergence problems in the

3 s simulations. We thus once more use the smooth interpo-
1 -- lation that we employed in (12) and (13). Accordingly.

-VCs-? we introduce a V., that is to be essentially equal to VegI
G . vcs--3 before pinchoff and to Vr beyond pinchoff. In other words.

- V,. is to select the smaller of the two values of - VT and
___- V,1 .Applying the procedure of (12) once more gives

- 3 -3-2-' 0 1 2 3 4 V -,, (Vn + V7 + v/(Vdr - V5)" + 62) (15)
VOS

Fit. S. Gate-to-sourme capacitam-e for V., between +4 &M -4 V and where 6 represents the voltage range over which the tran-
-,. - 1. - 2. and - 3 V. Note for ,egauve dnin-to-source voltage, sition between these two values is accomplished, as

t caaitance app•aches Ile small Saie-to-dnua capacitance, above. In our simulations, we arbitrarily use 6 - 0.2
volts. Introducing the function of (15), in place of Vfaf,

the point where V.4 becomes +0.5 V. This brings us to into (11), one may again calculate, through partial differ-
another important point, namely the well-known singu- entiation, the values of C, and C,.
larity in the junction capacitance when the depletion re-
gion thickness collapses to zero. CPO I ,r V_ n - V_ _

Positive junction voltages with values of Vg or larger C1. + -1I + 62,
give rise, in the present approximation, to nonphysical V7 2
infinite or complex capacitances. In order to avoid imag- l -
inary numbers or dividing by zero in (7)-(13), when Vg I
becomes positive and equal to or larger than VB, we limit I+ V,3 - V
the values of V.g, to a maximum value of V... In the X 1+
following we have chosen V,. to be 0.5 V. This proce- 2V 2 2 V
dure limits the value of the junction capacitance; the par- (V", - Vd) + ( J
ticular choice of Vo., determines its maximum value. For I I v- Ved

voltages beyond V., we take the capacitance to remain + CPO I (16)
constant. This is similar to a more elaborate approach used (
by Poon and Gummel [8]. There exist no good models (V, -V8d +
that would indicate what the capacitance should be for
voltages beyond V,. and near Va. As pointed out in (8], C8,0  I + Veff - VT
this detailed behavior is probably not important because C = 2 -/(V.m - V1). =+6

the large forward currents of the junction, in this voltage V 2V,,
region, are larger than the displacement currents. If this V8
region were to be modeled more accurately, a distinction
between Schottky-barier and p-n junction gates would X 1 r I Vp, - Vl

have to be made: The Schottky-barrier junction would not 2
exhibit the large diffusion capacitance associated with mi- (V,, - Vsd) 2 + ( ).

nority-carrier injection. •

As stated above, the gate-to-source capacitance would 1 V - V
go to infinity for Vff1 = VB. We now keep the capacitance + COO I + (17)
constant, when Vf I > V,,, by using the following func- 2li.

tion for Q.: ý(VjýVg3

Similarly Vff in (14) should also be replaced by V,.~f Coo 2, V.m In Fig. 6 we illustrate the behavior of C,3 from (16) as
C --o 2 I V a function of V., and for various source-to-drain voltages.

VFor Vd, >> 0 (normal biasing conditions.) C,, follows a
V8 i diode-like capacitance model as a function of V,,. How-ever. when Vt, approaches the pinchoff voltage VT. q"

+ 'C€a Vf,2. for V, ff, _ V... (14) falls rapidly to zero within a voltage range 6. For Vd, neg-

ative. C,, is really a gate-to-drain capacitance because the
IV. CAPACITANCE BEYOND THE PINCHOFF POINT reverse bias interchanges the roles of source and drain.

When FET is pinched off, the gate-to-source junction The capacitance in this range becomes small and indepen-
capacitance falls to a small value, usually determined by dent of V,. Because of the smooth transition from posi-

B48



STATZ at. a. G4As DEVICE AND CIRCUIT SIMULATION 167

In the above, W.. is a positive quantity corresponding
to the total voltage (including built-in voltage) needed to

-/ 1 pinchoff the undepleted channel of thickness a, with dop-
I - • ing density N. Furthermore, q is the electronic charge and

vos=Ce is the dielectric constant of GaAs. W, is again usually

positive and represents the total voltage difference, in-
cluding built-in voltage between the gate and the source

2 end of the channel. The quantity s is defined in (A3). By
/VDS=-4 replacing W, in it by the total voltage between the gate

c c and the drain end of the channel, the quantity d is ob-
-, -3 -2 -1 0 taned; by using instead of W, the total voltage between

VCS the gate and the channel at the point of velocity satura-

Fig. 6. This figure illustrates how. in the pr•sented model, the gace-to- tion, the quantity p is obtained. The parameter p is only

source capacitance behaves as V., goes through the ptnchoff point Vr needed when the carrier velocities become saturated. It
(hem equal to -2.5 VJ. has to be calculated for each s value, utilizing (2J. Typi-

cally one uses the equation for Vd,. which is a function of
tive to negative drain-to-source voltages, the situation for s and p. It results in a transcendental equation for p as a
V, = 0 is intermediate between the two cases outlined function of s and V,. The gate-to-source voltage specifies
above. s as seen in (A3), p is then determined for each given V,.

Code changes based on the above equations have been In the "van der Ziel" or unsaturated velocity regimes
introduced into the SPICE code. Satisfactory circuit sim- [6]

C, 2 IJ(d' - s') - 4(d' - s)] (l- s) - fi(s. d)(s - s2)
a f,(s, d)'

2L (-'(d' - s3) + ½(d' -(s')l (1 - d) - f,(s, d)(d - d-)
a f(s. d)Z. (

ulations without convergence problems have been ob- In (A6) and (A7) and in the following unsymmetric

tained, transistors with one gate are assumed: L is the gate length

The above models may be further refined as more ex- and Z is the gate width. f(ts, d) is defined as

perience is obtained from their use and as deficiencies or

inaccuracies become apparent. fl(s, d) = d' -s' -'(d . (A8)

APPENDIX Equations (A6) and (A7) are plotted by long dashed

We shall summarize expressions for the gate-source and lines in Fig. 3.

gate-drain capacitances C., and Cid. For completeness we In the saturated velocity region we start from the total

shall first repeat the expressions of van der Ziel [61 which gate charge Q. in [2, eq. (107b)j. By taking a partial de-

are valid when the carrier velocity is unsaturated. The no- rivative of Q, with respect to Vd,. holding V,, constant,

menclature is essentially that of [2]. With the voltage sign one finds

conventions corresponding to an n-type FET with a (9
Schotky-barrier (or p-type) gate, we introduce the fol- Cd = eZ(fA + f4). (A9)

lowing reduced potentials and definitions: Here, f3 and f4 are defined by

Wo. = -Vr + Vs = !Na2 (Al) f 2W_ , 0  LI
2e - f'(s, p)(s p)2(s, P)

JI''[ Pf(•s a a'aJ)
s = W, (A3) / L; 1

S (M) aI
1I-2W,,- + 2"I sinh L; + d a wi"

(All)
d =W., (A4) The primes in (AI0) and (A 11) indicate derivatives with

respect to source-to-drain voltage. f, is defined as in (AS).
- V" + V. + V(, except b.. replacing d with p. f2 is given by

P ,f(s. p) j (P- - S,- ' (p, - 3). (A12)
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L, and 1,2 are the lengths of the channel where the car- drain. Similarly, the expression of (A9) should be aug-

rier velocity is unsaturated and saturated, respectively. Of mented by eZ(z/4) to correct for field fringing towards

course, L, + Lq = L. Expressions for L, and L2 as a func- the drain.

tion of s and p may be found in [2]. Afte; some algebraic ACKNOWLEDGMENT
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SOME CIRCUIT PARAMETERS REQUIRED FOR
CAD MODELING AND ANALYSIS

OF E3 IN MMICs

Microwave Integrated Circuit Parameters

The microwave circuit parameters which are used to model
MMICs are user inputted data to CAD software programs like
SUPERCOMPACT, TOUCHSTONE, MICROWAVE SPICE, and LIBRA. These
parameters are attributes (or, characterizations) of both the
active devices and the passive, transmission line structures
used in MMIC models. They provide the numerical values of the
circuit elements in the computer models that are used to "mimic"
or simulate mict-owave function(s) and the associated circuitry
in the MMIC of interest.

The term "device" is defined here as a packaged entity
which performs a single microwave circuit function such as a two
stage, low noise pre-amplifier or a four stage, power
amplifier. The packaged MMIC device will usually contain one or
more active, semiconductor chips (usually, GaAs FETs) mounted
and wired together on appropriate ceramic substrates.

In addition, there will also be the associated transmission
lines on both chip(s) and substrates to provide the necessary
coupling and tuning elements for realizing the particular
microwave circuit function. Finally, there are the biasing and
ground rails with capaciti-,e and inductive, RF bypass filters.

The device parameters are normally measured but in some
cases may also be computed from the device physics. This
involves formulating and solving some very basic and complex
linear and nonlinear, partial differential wave equations and
diffusion equations with more often than not, time varying
boundary conditions.

This sort of theoretical approach to device modeling is
best left to the device physicists. We recommend an empirical
approach to measure the necessary circuit parameters required
for CAD modeling and analysis software as user input data.

Measurement Ports

The parameters seem to fall into two categories; those
measured externally at the ports of the packaged MMIC and those
measured internally at IC and other nodal ports. These latter
involve delidding the MMIC package, depassivating the chip(s),
etc., in an inert environment to make probe measurements of the
GaAs FET's and the passive microwave circuitry contained on/in
the chip. We call these two categories of port measurements as
external port and internal node measurements, respectively; or
simply "external and "internal" ports for short.
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The following lists of parameters were compiled from LIBRA
and TOUCHSTONE documentation. In addition, available circuit
files on the LNA's and PA's for both Rome Laboratory T/R module
work and the MMIC DARPA/DoD initiative work which provided by
Raytheon were also used. Some of these files contained netlist
and layout data parameters for circuit designs and use
SUPERCOMPACT, offering a possible perspective on a CAD program
different than either LIBRA and TOUCHSTONE.

In addition, the parameters identified are for both the
baseline and E3 modeling requirements. The "baseline" refers to
those data required to model the MMIC's design-to-performance,
the so-called intended functional design. The "E3" modeling
requirements refer to those data parameters that are used to
characterize the deviations from the baselines. These latter
are usually the interference effects.

For example, the third order power intercept is measured in
-dBm's of input power as a function of the output power. It is
a common characteristic of an amplifier going into 1 dB of
saturation (in its output power) because of nonlinear mixing
effects in the amplifier which is caused by the E3 power at the
input port. This 1 dB level below saturation is considered a
practical (upper) limit on the dynamic range and anything less
is treated as a deviation from the desired baseline performance.

C3



I. BASELINE MEASUREMENTS: EXTERNAL PORTS

PARAMETER SYMBOL COMMENTS

Complex input reflection $11 small signal,
coefficient bias independent

Complex forward transfer S21 small signal,
coefficient bias independent

Complex reverse transfer S12 small signal,
coefficient bias independent

Complex output reflection S22 small signal,
coefficient bias independent

Large signal SI1, S21 power dependent
S parameters S12, S22 bias dependent

Noise Figure and other N.F. bias dependent

noise related parameters

Dynamic Range DR bias dependent

DC/RF Efficiency eta D.C. RF pwr/DC pwr in
bias dependent

Power Added Efficiency eta A (RFin-RFout)/DC
pwrs; power and
bias dependent

Pkg Resonance Factors Qi, Q2, Q3, etc. inband and
out-of-band
bias dependent

Pkg Q Frequencies Frl, Fr2, etc. bias dependent

Fixture and connector S parameters, bias dependent,
embedding parameters as appropriate large and small

signal dependent
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II. BASELINE MEASUREMENTS: INTERNAL NODES

BJT PARAMETER SYMBOL COMMENTS

Current gain, Beta B Magnitude @ D.C.

Current gain, Alpha A Magnitude @ D.C.

Phase Angles phi sub B Beta
phi sub A Alpha

Time Delays Tau sub B Beta delay ps
Tau sub A Alpha delay ps

Bandwidth, alpha control Delta F sub A 3 dB frequencies

Bandwidth, beta control Delta F sub B ............... "

Collector capacitance CC Picofarads

Collector conductance GC Siemens (or mho)

Base resistance RB Ohms

Base inductance LB Nanohenries

Emitter capacitance CE Picofarads

Emitter resistance RE Ohms

Emitter inductance LE Nanohenries

Emitter lead inductance REL Nanohenries

FET PARAMETER SYMBOL COMMENTS

Transconductance G Siemens (or mho)

Time delay T transconductance

Roll-off frequency F GHz, MHz, kHz, etc.

Roll-off Slope Delta G/delta F dB/octave

Gate/Source capacitance CGS Picofarads

Gate/Source conductance GGS Siemens (or mho)

Channel resistance RI Ohms

Drain/Gate capacitance CDG Picofarads
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Drain/Source capacitance CDS Picofarads

Drain/Source resistance RDS Ohms

Dipole layer capacitance CDC Picofarads

Source resistance RS Ohms

Gate resistance RG Ohms

Noise parameters P,R,C,Kr,KgKc LIBRA referenced
K1,K2,X3,K4,K5

Drain/Source voltage Vds chip bias, volts

Gate/Source voltage Vgs chip bias, volts

III E3 MEASUREMENTS: EXTERNAL PORTS

PARAMETERS SYMBOL COMMENTS

Harmonic Distortion User Option all signa. ports
all in/ox,% pairs

Intermodulation Distortion User Option

Crossmodulation Distortion User Option

Desensitization User Option

Gain Compression User Option

Gain Expansion User Option

Nth Order Intercepts P13,P15, etc. for N=3, 5, etc.
bias dependent

E3 Vector Distortion* User Option at all the port
pairs in all the
combinations of
any accessible
ports including
bias, grnd, and
digital ports.

"* "E3 Vector distortion" in an operating multi-port device is

defined as the response at any port in which a deviation from
its baseline performance is caused by E3 as a source vector
connected to any other port. "Baseline performance" of a device
is defined as its measured normal operating parameters or the
"designed-to" specifications of the device. "Admissible ports"
are all the accessible ports or pin pairs on the device package
when operating as intended.
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Even and odd mode Z sub e coupled lines
impedances Z sub o

Even and odd mode K sub e coupled lines
dielectric constants K sub o

Even and odd mode A sub e coupled lines

attenuations A sub o

Coupler length L coupled lines

Lossy capacitor CAPQ discrete element

Quality factors Q sub C discrete C
Q sub L discrete L

Lossy inductor INDQ discrete element

Bias voltage supply Vdd pkg port (pins)

Bias current drain Idd pkg port (pins)
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DEFINING AN ELECTROMAGNETIC ENVIRONMENT
FOR PREDICTING T/R MODULE SUSCEPTIBILITY:

A DATA ACQUISITION PLAN

1. Purpose:

The purpose of this plan is to identify data needed to
define the environment of ambient electromagnetic fields and
spectra that are incident upon an aircraft radar surveillance
platform with a phased array antenna which uses T/R modules in
its active aperture.

2. Definitions:

"electromagnetic environment" - spectral, spatial and
temporal distributions of electromagnetic energy or power in
which a given system, equipment, device, circuit or component
must operate while performing its specified, "designed-for"
function.

"spectral, spatial and temporal distributions" - empirical
data or the analytical algorithms for generating such data that
provide electromagnetic energy profiles in terms of field
attributes at given coordinates and locations above the earth,
and at specified times or durations: these include intensities,
phases, polarizations, average and/or peak power levels,
spectral and/or spatial power densities, RF carrier and harmonic
frequencies, etc.

"platform" - a description of an emitting and/or receiving
structure, vehicle or configuration that includes the
geometrical, electrical, physical, avionics and other databases
needed to analytically identify and characterize the entry ports
of electromagnetic energy.

"electromagnetic environmental effects (E3)" - spectral and
temporal responses of a system, equipment, device, circuit or
component that are caused by the electromagnetic environment and
that degrade, compromise, prevent or otherwise alter the
victim's "design-to" performance in its intended environment:
the effects may be temporary or permanent.

"E3 drivers" - Thevenin and Norton circuit models that
characterize the electromagnetic environmental fields and
S E ctra on the victim platform as equivalent, dependent voltage
and current sources that provide ambient environmental energy
and power signals to the susceptible ports of entry.

"category I effects" - responses that could result in the
loss of life, loss of the platform, a "costly" abort (in the
Gigabucks range) or an unacceptable reduction (or loss) of
functional performance that will jeopardize the system
effectiveness.
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"category II effects" - responses that could result in
injury, damage to the platform or a reduced functional
performance that may jeopardize the system effectiveness.

"category III effects" - responses that could result in
annoyance, discomfort or a reduced functional performance that
may not jeopardize the system performance.

"category IV effects" - responses that could enable the
compromise of classified and/or proprietary data, or the
characteristics of the systems and equipment that transmit,
receive, store, process, display, print or otherwise handle such
data.

"category V effects" - responses that could enable the
unauthorized access, manipulation or theft of financial assets,
or the characteristics of the systems and equipment that
transmit, receive, store, process, display, print or otherwise
handle such assets.

3. Data Sources: Candidate sources for a first cut at these data
are suggested as:

1) ECAC in Annapolis, MD
2) ROME LAB/IRAE (W. Hartnett)
3) ROME LAB/EE (thru ERPT's on-going programs)

4. Data Restrictions: Unclassified data are preferred.

5. Data Formats: Data should be format compatible with Rome Lab
GEMACS fields type analysis tools.

6. Frequency Range: 100 MHz to 50 GHz.

7. Bandwidth Range: Spectral bandwidths of the power, energy or
fields' distributions as available in % bandwidth or as a
centered frequency range.

8. Altitude Range: 20 kFt to 60 kFt.

9. Type Fields: whatever fields data are available: i.e.,
electric, magnetic or both.

10. Intensity Levels: whatever field intensities are available:
i.e., dBuv/m.

11. Power Levels: whatever power levels are available: i.e., dBm
2

or dBm/cm

12. Polarization: horizontal, vertical, circular, elliptic,
random or otherwise.

13.. Modulation: modulation characteristics, if available (i.e.,
CW, AM, FM, PCM, PN, PM, percent modulation, etc.)
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14. Type Sources: types of sources generating the environment,
if known (i.e., commercial radio and TV, military radar,
amateur, etc.)

15. Precipitation Static Levels: average and peak lightning
activity in the locale as field levels, if available.

16. Locations: Geographical locations suggested are; 1) Mideast,
2) Northern Europe, 3) Former USSR Republics, 4) Former
Yugoslavia Republics, 5) Central Europe, 6) Southwest Asia, 7)
Far East, 8) Central America, 9) Northeast Asia

17. Areas: Areas of interest within a global location are:

1) urban
2) rural

18. Temporal Variations: The time variations in the data are of
interest, if available:

1) seasonal: i.e., four seasons, averaged over 3 months.
2) weekly: i.e., average of any seven consecutive days.
3) daily: averages of 24 hour periods.

19. Topographies: Natural topographies of interest, if
available, are:

1) flat, treeless
2) flat, treed
3) hilly
4) mountainous
5) sandy
6) gullied
7) canyoned
8) marshy
9) deltas
10) salt water
11) fresh water

20. Other:
Any other descriptions of the natural environment and its

electromagnetic sources that can in any way relate with the
electromagnetic characterization of a vehicle or platform
immersed in such an environment.

21. NOTES:
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DESIGN AREAS IN T/R MODULES
OF CONCERN DUE TO E3 IN MMICs

Background

T/R modules in phased arrays of advanced design, active
aperture radars must be robust to operate and survive in
wideband, spectrally dense (E3) signal environments. Intrusive
coupling from high power, exterior sources, friendly and
otherwise, cause upset, distortion and damage in the digital ICs
and linear MMICs of a victim module.

Additionally, parasitic coupling of unintended internal
sources that interact with a modules' nonlinear circuits,
outside of its design bands, produce degrading mix products in-
band. The sum result is a synergism of E3 effects and a
decreased effectiveness of the array and its host radar. We
list below some design areas of concern for T/R module and MMIC
environmental interactions.

E3 Design Caveats

1. T/R module and MMIC packaging effects from parasitics and
internal field resonances must be avoided.

2. Control stray mutual coupling impedances between radiator
elements for stable patterns.

3. Seek internal trace and ground plane layouts for minimal
coupling.

4. High speed digital clocks are sources of spurious

emissions: avoid where possible.

5. High dynamic range increases IMOD and XMOD susceptibility.

6. Analog signal processing demands minimal distortion in the
desired signals' spectra.

7. Common mode grounding among MMIC devices, hybrids, digital
circuits and striplines must be avoided.

8. ESD protection networks for MMIC GaAsFETs are susceptible
to E3 even when quiescent in the untriggered mode.

9. Short run lengths to minimize stray inductive coupling and
radiation are a must.

10. RF bypass capacitors, vias and other interconnects must be
linear.

11. Find component layout strategies for a minimal Z3 topology.

Cll



12. High speed, high density clock lines are sources and sinks
of radiation emission and susceptibility.

13. Digital offset, latchup and ground bounce all effect the
antenna pattern integrity.

14. Signal harmonics and intermodulation products into any MMIC
port can cause distortion and upset.

15. Trace and stripline geometries must be gradual to minimize
any emission or coupling at sharp bends.

16. Imbedding ports for MMIC self-test adds circuits which may
be more susceptible to the E3 than the baseline MMIC host.

Note: some of these concerns may overlap; some may be the domain
of functional designers - they are included for completeness.

Historical Concerns

During a recent T/R module development program, it was
reported that early prototype designs were deficient. Internal
parasitic effects at microwave frequencies contributed to the Q
of the resonant cavity formed within the module itself. The
cavity was driven by RF leakage from the transmitter channel
into the receiver causing unacceptable module performance. The
design fix added ferrite absorbers into the transmitter cavity
to despoil its high Q. The fix worked but added more components
to the module with attendant cost penalties.

In designing phased array antennas, one attempts to locate
elements close enough to each other in order to synthesize the
static pattern without contending with the mutual coupling
effects which tend to break up the pattern. The design rules
for the radiator separation are usually based on the operating
wavelengths. These criteria are "in-band".

However, the input impedances of modules can go nonlinear
if subjected to high enough input power levels from any nearby
transmitting elements in the environment, or from any other RF
sources which may be also on the same platform. The latent
nonlinearities in FET's, circulators and diode switchs can
contribute unintended mix products, in-band and out-of-band,
which cause unacceptable distortion in the desired signals.

A module designer likes to keep his circuit layouts very
compact in order to reduce the volume and weight overhead, to
reduce the thermal paths to the heat sinks and to minimize the
stray, internal coupling. This consideration is usually in-band
and the (design-to) trace separations are usually based on those
wavelengths for the unwary designer. Unfortunately, this design
strategy does not account for the circuit nonlinearities which
can produce strong coupling at many unsuspected frequencies.
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In addition, coupling caused by radiation from the traces
onto the DC rails with only nanohenries of inductance, causes
common mode noise to build up in the power conditioner, possibly
degrading the noise margins in the digital controller circuits.
Upsetting the phase shifter bits degrades the antenna pattern.

Emission levels from clocks and LO's can also couple onto
the traces and transmission lines, and be conducted into
susceptible FET's and logic IC's. Ground bounce is another
problem in the digital circuits of these modules.

Ground bounce occurs when a voltage builds up on a trace
inductance from fast current switching transients, causing the
gate "low" state to seek one of two (or more) grounds i.e., the
digital chip or the external ground plane. This ground hunting
causes degraded BER, enhanced emissions, circuit ringing, and
other circuit stresses.
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OF

ROME LABORATORY

Rome Laboratory plans and executes an interdisciplinary
program in research, development, test, and technology
transition in support of Air Force Command, Control,
Communications and Intelligence (C31) activities for allAir Force platforms. It also executes selectedacquisition programs in several areas of expertise.
Technical and engineering support within areas ofcompetence is provided to ESC Program Offices (POs) andother ESC elements to perform effective acquisition ofC31 systems. In addition, Rome Laboratory's technologysupports other AFMC Product Divisions, the Air Force usercommunity, and other DOD and non-DOD agencies. RomeLaboratory maintains technical competence and researchprograms in areas including, but not limited to,communications, command and control, battle management,
intelligence information processing, computationalsciences and software producibility, wide areasurveillance/sensors, signal processing, solid statesciences, photonics, electromagnetic technology,
superconductivity, and electronic
reliability/maintainability and testability.


